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Report summary 
 
The variability of the tropical Atlantic has been investigated in a number of recent 
studies. Using repeated ship sections and moored ADCP observations of the upper 
ocean at 23°W Brandt et al. (2014) estimate the Equatorial Undercurrent (EUC) 
transport and analyze seasonal to interannual variations of the EUC (see section 2). 
A similar EUC transport estimate is derived by Johns et al. (2014) for the 10°W 
section. By combining observations at 23°W, 10°W, and 0°E Johns et al. (2014) 
describe the seasonal cycle and interannual variability of the EUC across the Atlantic 
basin (see section 3). The fate of the EUC in the eastern equatorial Atlantic was 
studied based on hydrographic and current data by Kolodziejczyk et al. (2014) 
(section 4).  The mean meridional currents in the central and eastern equatorial 
Atlantic are investigated in a study by Perez et al. (2013), using shipboard ADCP 
measurements along 23°W and 10°W. On longer time scales, the tropical cells are 
found as the dominant feature of the meridional circulation in the upper 100 m (see 
section 5). Hummels et al. (2014) investigate the mixed layer heat budget at four 
locations within the Atlantic Cold Tongue (ACT) region. The inclusion of the diapycnal 
heat flux estimated from an extensive data set of microstructure profiles appears to e 
a dominant cooling term during the establishment of the ACT (see section 6). 
Furthermore, the temperature and salinity changes in the mixed layer during the 
onset of the cold tongue season 2011 have been studied by a dedicated cold tongue 
experiment and described in Schlundt et al. (2014) (see section 7). 

These studies and associated field campaigns have been funded and 
supported by a number of international programs, for example as part of the recently 
completed Tropical Atlantic Climate Experiment (TACE, Brandt et al. (2013)), an 
international CLIVAR program (http://www.clivar.org/organization/atlantic/tace), and 
the ongoing Prediction and Research moored Array in the Tropical Atlantic (PIRATA, 
Bourles et al. (2008)), as well as the African Monsoon Multidisciplinary Analysis 
(AMMA) with its oceanographic components including EGEE (Gulf of Guinea climate 
and ocean circulation study, Bourles et al. (2007)). 

In the following a brief description and update of the available database that has 
been acquired during the last years under support of the above-mentioned programs 
is given as well as a brief outlook on the next aspects of tropical Atlantic variability 
that will be investigated within PREFACE WP4.1. 
 
 
 



1 Overview of current database and brief outlook 
1.1. Database 
1.1.1. Moored ADCP observations 

An array of moorings equipped with ADCP current meters (among other 
instruments) has been maintained in the tropical Atlantic since end of 2001 with 
varying spatial and temporal coverage (see Fig. 1.1 for details). The long-term 
observations at 23°W have been maintained by GEOMAR (Germany) ) and by IRD 
(Institut de Recherche pour le Développement, France, as part of PIRATA), those at 
10°W have been installed by the University of Miami (US) and by IRD and at 0°E by 
the University of Miami with contribution by EGEE/AMMA and PIRATA (IRD). 
Furthermore, shorter observational periods are available at 35°W, and 21.5°W 
(installed by GEOMAR). Details on the instrumentation of the moorings can be found 
for example in Brandt et al. (2014) and Johns et al. (2014). 

After the last mooring service in May 2014, continuous observations of the EUC 
now span more than a decade, indicating variability on a wide range of time scales, 
from high-frequency to interannual (Fig. 1.2). 

Especially for the TACE period (2007-2011) the dataset of moored ADCP 
observations yields high spatial resolution. Simultaneous measurements are 
available at 23°W, 10°W, and 0°E for several latitudes (compare Fig. 1.1), which 
makes this period particularly interesting for the study of propagating signals along 
the equator. 

 
Fig. 1.1: top: Positions of moored ADCP observations in the tropical Atlantic, bottom: 
Timeline of observations. 
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Using repeated ship sections along 23°W and 10°W allows the calculation of 
EUC transport time series, as done by Brandt et al. (2014); Johns et al. (2014) (see 
section 2 and section 3, respectively). The updated EUC transport time series for 
23°W is shown in Fig. 1.3, indicating strong intra-seasonal, seasonal and interannual 
variability. 

 
Fig. 1.2: Zonal velocity at 23°W, 0°N acquired between December 2001 and May 2014. 

 
Fig. 1.3: EUC transport at 23°W updated for the last deployment period Nov 2012 - May 2014 
(red line). The black line represents the monthly mean seasonal cycle. Circles denote transport 
estimates from ship sections. For details on the calculation see Brandt et al. (2014) or section 
2. 

1.1.2. PIRATA subsurface temperature and salinity 
PIRATA buoys/moorings have collected surface meteorological data as well as 

temperature and salinity measurements of the upper ocean since 1998. Fig. 1.4 
shows the available temperature and salinity data at the four equatorial mooring 
positions for this time period. 

D
e

p
th

 [
m

]

Zonal velocity at 23°W, 0°N

 

 

2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

0m

50m

100m

150m

200m

250m

300m

Z
o

n
a

l v
e

lo
ci

ty
 [

cm
/s

]

−40

−30

−20

−10

0

10

20

30

40

50

60

70

80

90

100

2006 2007 2008 2009 2010 2011 2012 2013 2014
0

5

10

15

20

25

30

E
U

C
 T

ra
n
sp

o
rt

 a
t 
2
3
°W

 [
S

v]

 

 

23°W transport
Seasonal cycle
Ship sections



 
Fig. 1.4: Temperature (left) and salinity (right) time series as collected by the PIRATA 
moorings at 35°W, 23°W, 10°W, and 0°E. Note the different depth scales for the temperature 
and salinity plots. 

1.1.3. Auxiliary datasets 
Various satellite products can be used to obtain additional information on 

oceanic and atmospheric parameters in the region of interest, also on larger spatial 
scales. For, example, gridded maps (horizontal resolution of 0.25°) of sea level 
anomalies (SLA) are produced by Ssalto/Duacs and distributed by Aviso, with 
support from Cnes (http://www.aviso.altimetry.fr/duacs/) with several temporal 
resolutions, which can be used to study propagations of wave signals.  Maps of SST 
are available either from NOAA (Optimum Interpolation-SST, a blend of satellite and 
in-situ measurements 1981-present, http://www.ncdc.noaa.gov/sst) or from the 
Tropical Microwave Imager TMI onboard the Tropical Rainfall Measuring Mission 
TRMM (since 1999, www.ssmi.com/tmi). Regarding wind stress, direction and speed, 
the Cross-Calibrated Multi-Platform (CCMP) Ocean Surface Wind Vector Analyses 
(Atlas et al. 2010) provide consistent, gap-free long-term time-series from July 1987 
to June 2011. 

 
1.2. Outlook 

Within PREFACE WP4.1 the above-described database will be used to study 
the influence of equatorial Kelvin wave propagations on the equatorial and coastal 
upwelling regions. 

Fig. 1.5 shows the presence of both eastward propagating Kelvin waves and 
westward propagating Rossby waves in the AVISO data (Fig. 1.5 bottom left). In a 
climatology of band passed SLA along an equatorial and southern wave track (Fig. 
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1.5 top left), continuous and recurrent eastward propagations as far as 15°S are 
apparent (Fig. 1.5 right). 

In the next steps interannual variability in the Kelvin wave activity and its causes 
and consequences will be investigated, as well as related oceanic variability that 
might have been recorded in the moorings. 

 

 
Fig. 1.5: Top left: Used AVISO domain and selected equatorial and southern wave track; 
Bottom left: Mean wavenumber-frequency spectrum of SLA from the equatorial belt (5°S-5°N) 
indicating the presence of Rossby and Kelvin waves; Right: Climatology (1994-2013) of SLA for 
the equatorial and southern wave track.  
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2 The Equatorial Undercurrent in the central Atlantic and its relation to 
tropical Atlantic variability 

 
Authors: P. Brandt, A. Funk, A. Tantet, W.E. Johns, J. Fischer 
 

The Equatorial Undercurrent (EUC) is among the strongest currents of the 
tropical ocean (Cromwell et al. 1954; Metcalf et al. 1962). It is generated at the 
subsurface under predominantly Easterlies in the equatorial Pacific and Atlantic 
Oceans and flows opposite to the wind following the depth-dependent eastward 
pressure gradient. The full three-dimensional structure of the EUC, which can only be 
explained by including viscous and inertial effects, is associated with strong 
horizontal flow divergences that are particularly responsible for the supply of the 
eastern equatorial upwelling (Qiao and Weisberg 1997; Schott et al. 1998). In the 
Atlantic, the EUC is supplied almost exclusively from the southern hemisphere. It 
transports oxygen-rich and high-saline water masses from the western boundary 
eastward (Brandt et al. 2011a; Kolodziejczyk et al. 2009; Metcalf et al. 1962; Schott 
et al. 1998). The transport of the Atlantic EUC contributes to both the equator-
crossing warm water pathway of the meridional overturning circulation (Ganachaud 
and Wunsch 2000; Lumpkin and Speer 2003), and the subtropical cell connecting the 
subduction regions of the subtropics with the equatorial upwelling (McCreary and Lu 
1994; Schott et al. 2004).  

The Atlantic EUC undergoes a strong seasonal cycle with vertical excursions 
mainly associated with the vertical movement of the thermocline as revealed by 
moored observations at the equator (Brandt et al. 2006; Giarolla et al. 2005; Provost 
et al. 2004). Earlier moored observations from February 1983 to October 1985, while 
showing a seasonally varying vertical migration of the EUC core, could not reveal a 
repeated seasonal cycle of the EUC transport due to pronounced interannual 
variability (Weisberg et al. 1987). Shipboard observations are still inconclusive 
concerning the seasonal cycle of the Atlantic EUC transport mainly due to the 
presence of large intraseasonal variability associated with tropical instability waves 
(TIWs) and wind-generated Kelvin waves (Athie and Marin 2008; Bunge et al. 2007; 
Han et al. 2008b; Hormann and Brandt 2009; Polo et al. 2008). 

In this study by Brandt et al. (2014), additional information from moorings 
deployed at 23°W off the equator at 0°45’S/N as well as from 20 ship cruises along 
the 23°W meridian will be used to investigate the seasonal to interannual variability of 
the EUC. A particular focus is on key characteristics of the current such as volume 
transport, core velocity, core depth, and core latitude. 
 
2.2. Data and methods 
2.2.1. Shipboard data 

Direct shipboard velocity observations along meridional sections crossing the 
equator between 23°W and 28°W were used. In total 20 sections of zonal velocity 
taken during different research cruises from 1999 to 2011 were analyzed. From these 
sections a subarea with a latitudinal range from 1°12’°S to 1°12’N and a depth range 
from 30 to 300m was selected. The subarea covers almost the full extent of the EUC 



and includes the locations of the three moorings that will be discussed in the next 
section (Fig. 2.1). The mean EUC core at 23°W is shifted slightly southward with 
respect to the equator to about 0°10’S and is located at a depth of about 87 m (Fig. 
2.1). We assume that the shipboard zonal velocity sections, which do vary due to the 
presence of oceanic variability on intraseasonal to interannual time scales, contains 
the dominant EUC variability pattern. We will use in the following the dominant 
variability pattern of the zonal velocity from the shipboard velocity section to 
interpolate and extrapolate the moored observations.   

 
2.2.2. Mooring data 

The second dataset was obtained by an equatorial current meter mooring array 
along 23°W during the period May 2005 to June 2011. The mooring array consists of 
three moorings located at 0°45’S, equator, and 0°45’N, and was first deployed in 
June 2006, serviced in February 2008 and October 2009, and finally recovered in 
June 2011. To extend the available time series, we also use data from the equatorial 
current meter mooring deployed from May 2005 to June 2006. All velocities were 
detided using a 40h low-pass filter and subsampled to 12 h intervals. Velocity data 
from the equatorial mooring were previously used i) to study the mean zonal flow, its 
seasonal cycle, as well as intraseasonal velocity fluctuations (Brandt et al. 2006), ii) 
to validate high-resolutions models used to analyze the generation of TIWs (von 
Schuckmann et al. 2008), and iii) to analyze the interannual variability of EDJs 
(Brandt et al. 2008; Brandt et al. 2011b; Brandt et al. 2012). Here, for the first time, 
we will use off-equatorial velocity time series to obtain an integral view on the 
seasonal to interannual variability of the EUC and its relation to tropical Atlantic 
variability. 
 

Fig. 2.1: Mean zonal velocity from 20 meridional ship sections taken from 1999 to 2011 
between 23°W and 28°W. Vertical black lines mark the position of the moored observations, 
the dashed box marks the domain for which the velocity field will be reconstructed from 
moored observations. 



2.3.  Methods 
2.3.1. Reconstruction of the velocity field using HEOFs 

The goal here is to construct time series of two-dimensional (latitude-depth) 
velocity fields from moored zonal velocity data at three locations. The construction 
requires an interpolation between the moorings and an extrapolation toward the 
boundary of the domain. To avoid excessive poleward extrapolation of the velocity 
fields from the mooring positions located at 0°45’S/N, we restricted the latitudinal 
range of the domain to 1°12’ S/N.  The inter-/extrapolation scheme is based on the 
variability patterns obtained from the 20 available ship sections.  Those ship sections 
are assumed to represent well the variability of the zonal velocity field of the EUC. 
Here, we apply the Hilbert transformation (Barnett 1983) to the zonal velocity fields of 
the ship sections 
             (1) 

where S20(y,z,t) is the three-dimensional velocity field with the spatial coordinates y 
and z being latitude and depth, and t referring to the time of the 20 ship sections, H is 
the Hilbert transform, and i the imaginary unit. By applying an empirical orthogonal 
function (EOF) analysis to S20, we obtained Hilbert EOFs (HEOFs) that are 
composed of real and imaginary pattern (Fig. 2.2). This technique is here more 
suitable than traditional EOF analysis because it is capable of detecting moving 
features in space, like e.g. north/south or up/down migration of the EUC core. The 
first three patterns explain 83% of the variance contained in the ship sections. They 
are statistical patterns that nevertheless contain some features which correspond to 
EUC dynamics. For example, the first pattern that explains more than 50% of the 
velocity variance describes a slightly tilted vertical motion of the velocity field; the 
second pattern describes a more latitudinal displacement of the EUC. 

To reconstruct a vector field from the moored observations, a regression is 
done of the HEOF patterns onto the moored observations. To find the number of 
leading HEOFs to be used for the reconstruction, a good compromise has to be 
found between simplicity and explained variance. Here we will use the first three 
HEOFs composed of the six patterns shown in Fig. 2.2. 
 
2.3.2. Reconstruction of the EUC transport using the optimal width method 

When interested only in the EUC transport, here defined as the integral of u 
with u>0 over latitude and depth within the domain covering 30-300 m depth and 
1°12’S-1°12’N, the optimal width (OW) method can be applied. This method is based 
on the calculation of the latitudinally integrated zonal velocity, U(z,t), defined as the 
integral of u with u > 0 over a given latitude range. The principle of the method is to 
find optimal widths Wi  such that: 

     (2) 
where ui(z,t) are zonal velocities with the index N/S referring to the northern/southern 
mooring position at 0°45’N/S und the index eq to the equatorial mooring position. The 
constant widths Wi are calculated by regression of the latitudinally integrated zonal 
velocity from the ship sections onto the zonal velocities of the ship section at the 
three mooring positions. The obtained latitude ranges corresponding to WN, Weq, and 

S20 = S20+ iH S20( )

U z, t( ) =WNuN z, t( )+Wequeq z, t( )+WSuS z, t( )



WS are 0.76, 0.74, and 0.79 degree latitude. In an equipartitioned domain each width 
would be 0.8 degree latitude. Consequently, the width of the equatorial mooring is 
underweighted and the sum of the three widths is less than the widths of the whole 
domain, which can be expected as the flow of the EUC becomes weaker toward the 
northern and southern boundary. 

To reconstruct U(z,t) from the mooring time series, zonal velocity 
measurements at each mooring position are required for the whole depth range (30 
m to 300 m). This is usually not the case. Here we chose to fill such gaps that are 
also present during other mooring periods and at other locations with data obtained 
from the HEOF reconstruction. Integration of U(z,t) over depth yields the EUC 
transport that can be compared with the reconstruction using the HEOF method. 
 
2.3.3. Method validation 

Here, we will use zonal velocity data from 20 meridional shipboard sections to 
validate the different methods applied to reconstruct full velocity sections (HEOF 
method) as well as EUC transport (HEOF and OW method) from moored 
observations. For this validation the zonal velocity data at the mooring positions are 
extracted from shipboard sections. The two methods are then applied to the 
extracted zonal velocity data and compared with results obtained from the full 
shipboard zonal velocity sections. We will only compare EUC transport values 

Fig. 2.2: First three HEOF patterns as calculated from 20 ship sections. Row 1-3 
corresponds to HEOF 1-3; left/right column corresponds to real/imaginary pattern. HEOF 1, 
2, and 3 explains 55, 16, and 12 % of the variance contained in the shipboard velocity 
sections. 



calculated from the ship sections with values from the reconstructions. The EUC 
transport used for the validation represents an integral value of the zonal velocity 
variability within the section and is less affected by oceanic variability on small spatial 
scales.  Fig. 2.3a shows the change in quality of the EUC transport calculation from 
the HEOF reconstruction when increasing the number of used HEOFs from one to 
three. The RMS difference between reconstructed and observed EUC transport 
reduces from 2.62 Sv when using only the first HEOF to 0.79 Sv when using the first 
three HEOFs, while the regression coefficient approaches 1 for larger numbers of 
used HEOFs. Using more than three HEOFs does not significantly improve the 
results. The RMS difference between reconstructed and observed zonal velocity 
when using the first three HEOFs is for most of the domain smaller than 5 cm/s with 
larger values (up to 15 cm/s) near the surface particularly near the northern and 
southern boundary of the domain.  

 
Fig. 2.3: Reconstructed versus observed EUC transport as calculated from shipboard zonal 
velocity data. (a) Reconstruction from zonal velocity data from the 3 mooring positions (0°45’N, 
eq., 0°45’S) using the first (blue circles), the first two (purple diamonds), and the first three (red 
plus signs) HEOFs. (b) Reconstruction from zonal velocity data from the equator only (blue 
diamonds) and from the 3 mooring positions (0°45’N, eq., 0°45’S) (red plus signs) using the 
HEOF method (first three HEOFs) and from the 3 mooring positions using the OW method 
(green circles). The solid lines in (a) and (b) are linear regressions with RMS values as given in 
the legend. 

For the mooring period May 2005 to June 2006 only data from the equatorial 
mooring are available. We will use the HEOF method also in this case to reconstruct 
the full zonal velocity section. Fig. 2.3b shows the quality of the HEOF reconstruction 
when using only data from the equator in comparison to the case when using data 
from 0°45’N, the equator, and 0°45’S. While the regression coefficient in both cases 
is similarly close to one, the RMS difference between reconstructed and observed 
EUC transport is clearly increased when using only equatorial data. Compared to the 
HEOF reconstruction the OW reconstruction results in a smaller RMS difference and 
in a regression coefficient even closer to one. In general, we can say that the OW 
method is more stable and slightly better reproduces EUC transport variability. 



However, the HEOF method additionally reconstructs the full zonal velocity field and 
thus allows studying further characteristics of the zonal velocity field within the whole 
domain such as maximum zonal velocity, latitude and depth of EUC. 

Fig. 2.4 shows time series of the EUC transport calculated using three different 
methods: 1) HEOF method with the first three HEOF applied to equatorial mooring 
data only, 2) HEOF method with the first three HEOF applied to data from all three 
moorings; and 3) OW method applied to data from all three moorings. As suggested 
by the method validation using shipboard velocity data, method 2 and 3 are very 
close; the RMS difference between both curves is RMS = 0.65 Sv, which can be 
understood as an uncertainty of the EUC transport calculation. Method 1 shows 
some systematic differences and increased RMS differences with respect to method 
2 and 3: RMS = 1.07 Sv and RMS = 1.09 Sv, respectively. We particularly note an 
increase in the strength of intraseasonal fluctuations when using only equatorial 
mooring data for the reconstruction, the seasonal and interannual variability being 
less affected. Larger deviations between transport values from ship sections and 
reconstructions from moored observations (Fig. 2.4) are likely due to differences in 
methods used to derive these values: ship sections are snapshots that are completed 
during a day or two, while reconstructions are calculated from simultaneous and 40-h 
low-pass filtered moored velocity profiles. In the following we will use for the analysis 
of the seasonal cycle a 5 year-long time series (June 2006-June 2011) from both 
methods, method 2 and 3. For the analysis of interannual variability we will use a ~6-
yr-long time series obtained from a combination of method 1 (May 2005-June 2006) 
and method 2 (June 2006-June 2011). 

Fig. 2.4: EUC transport as calculated by applying the HEOF method with the first three HEOFs 
and using data from the equatorial mooring only (blue line) and from all three moorings (red 
line) and by applying the OW method and using data from all three moorings (green line). Also 
included are EUC transport values from meridional ship sections (circles). 
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2.4. EUC variability at 23°W 
Previous observational studies on the EUC variability in the Atlantic were based 

on single equatorial moorings (Brandt et al. 2006; Giarolla et al. 2005; Hormann and 
Brandt 2009; Provost et al. 2004).  Here, we want to focus on seasonal to interannual 
variability of different EUC characteristics such as EUC transport (Fig. 2.5), EUC core 
depth (Fig. 2.6), EUC maximum core velocity (Fig. 2.7), and EUC core latitude (Fig. 
2.8). The estimation of these characteristics requires additional information from off-
equatorial moorings. The position of the core of the EUC is here defined as the mean 
velocity-weighted latitude and depth of all grid points with velocities larger than 20 
cm/s. This definition is applied in order to produce more stable results for the core 
position than one would obtain by just picking the position of maximum velocity. A 
variation of the velocity threshold between 10 and 30 cm/s showed that the obtained 
results depend only weakly on the choice of this threshold: the mean EUC core 
moves slightly downward/upward and northward/southward for a smaller/larger 
threshold. 
The EUC transport is dominated by a seasonal cycle ranging from about 18 Sv in 
boreal autumn (maximum in September) to about 12 Sv in late boreal winter 
(minimum in March). The absolute extremes of the EUC transport time series are in 
October 2010 with about 25 Sv and in February 2009 with about 5 Sv (Fig. 2.5a). The 
spectrum of the EUC transport time series (not shown) has enhanced energy in the 
30 to 70 days period range. While at shorter periods (30 to 40 days) TIWs might play 
an important role (Athie and Marin 2008; Brandt et al. 2006), longer periods (50 to 70 
days) were identified by Han et al. (2008b) and Polo et al. (2008) to be associated 
with the presence of low baroclinic mode Kelvin waves. The strong intraseasonal 
fluctuations hamper the identification of the seasonal cycle of the EUC transport (and 
even more of its interannual variations) from shipboard observations (Fig. 2.5a). 
Shipboard observations show substantial variability during early boreal summer 
which is in general agreement with large standard deviation of monthly means from 
mooring data during the same season. 

 
Fig. 2.5: (a) EUC transport and (b) its mean seasonal cycle with standard deviation of monthly 
means (thin lines) as obtained from the HEOF method (red lines) and the OW method (green 
lines). Shipboard measurements are marked by circles. The mean EUC transports from the 
HEOF and OW methods are 13.8 Sv and 14.2 Sv, respectively. 
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Fig. 2.6: (a) EUC core depth and (b) its mean seasonal cycle (thick line) with standard 
deviation of monthly means (thin lines) as obtained from the HEOF method. Shipboard 
measurements are marked by circles. The mean EUC core depth is 82 m. 
 

 
Fig. 2.7: (a) EUC maximum core velocity and (b) its mean seasonal cycle (thick line) with 
standard deviation of monthly means (thin lines) as obtained from the HEOF method. 
Shipboard measurements are marked by circles. 

 
Fig. 2.8: (a) EUC core latitude and (b) its mean seasonal cycle (thick line) with standard 
deviation of monthly means (thin lines) as obtained from the HEOF method. Shipboard 
measurements are marked by circles. 
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An even more pronounced seasonal cycle can be found for the EUC core depth 
(Fig. 2.6). As similarly found by analyzing only equatorial mooring data (Brandt et al. 
2006; Giarolla et al. 2005; Provost et al. 2004), the EUC is shallowest during 
March/April and deepest during September. Deepest EUC in the shipboard dataset is 
found in July/August with no measurements in September. Remarkable is the 
pronounced seasonal cycle of the EUC core depth in 2009 and 2010 and the weak 
seasonality in 2007. Years of strong (weak) seasonal cycle of EUC core depth do 
correspond to years with strong (weak) EUC transport seasonal cycle (cf. Fig. 2.5a 
and Fig. 2.6a). There seems to be a systematic difference between EUC core depth 
seasonal cycle from shipboard observations and moored observations during boreal 
summer and fall (Fig. 2.6b), but the few available shipboard sections do not 
unambiguously allow identifying the origin of this difference. In fact, boreal summer-
fall is characterized by the largest standard deviation of monthly means, indicating 
strong year-to-year variations during that period. The July/August core depths from 
earlier ship sections, ranging between 110 and 120 m depth (Fig. 2.6b), are still in 
the range of values obtained from moored observations for July/August of the years 
2008 to 2010 (Fig. 2.6a), indicating that the climatology derived from the shorter 
mooring period may not represent the true or 'typical' climatology of the core depth 
over a longer period of time. The quality of the reconstructed zonal velocity fields 
does not seem to be an issue since the comparison between shipboard and moored 
values for simultaneous measurements (Fig. 2.6a) shows generally good agreement 
between shipboard and moored EUC core depths. 

The reconstruction of the zonal velocity field using the first three HEOFs 
inherently includes a smoothing of the velocity field. This becomes obvious when 
comparing observed and moored EUC maximum core velocities: values taken from 
reconstructed fields are in general biased low compared to values taken from 
shipboard sections. However, the time series of EUC maximum core velocity is 
dominated by intraseasonal fluctuations (Fig. 2.7a) with a weak semiannual cycle 
superimposed (Fig. 2.7b). Within the seasonal cycle maximum core velocities are 
found in April when the EUC core is shallowest and in September/October when the 
EUC core is deepest. 

The mean EUC core is slightly shifted south with respect to the equator (Fig. 
2.8): mean position is the same as obtained from the shipboard mean, i.e. 0°10’S. 
There is no clear seasonal cycle (EUC core is farthest south during 
December/January), but there is interannual variability in the latitudinal excursion of 
the EUC core with anomalous southward displacement during 2007 and anomalous 
northward displacement during 2009/2010 (Fig. 2.8). 
 
2.5. Summary and discussion 

As part of the TACE program a current meter mooring array was installed in the 
equatorial Atlantic along 23°W for a 6-year period from 2005 to 2011. It was aimed to 
observe the seasonal to interannual variability of the EUC. Within the seasonal cycle 
the EUC transport is minimum in March and maximum in September. It shows a 
relatively slow increase from March to September and a more rapid decrease from 
October to December. The depth variations of the EUC core show a more harmonic 



cycle with shallowest EUC core in March and deepest EUC core in September. 
Seasonal variations of the maximum velocity of the EUC show instead a semiannual 
cycle with velocity minima in January and July and velocity maxima in April and 
September. Due to strong decrease in the EUC cross-section, the EUC transport is 
smallest in spring during the phase of maximum core velocity. 

The results regarding EUC core depth and maximum velocity are in general 
agreement with results obtained by analyzing a subset of the equatorial velocity time 
series (Brandt et al. 2006; Provost et al. 2004). Previous analyses of shipboard 
meridional velocity sections crossing the equator at different longitudes were not 
completely conclusive regarding the seasonal cycle of the EUC transport (Hormann 
and Brandt 2007; Kolodziejczyk et al. 2009). Shipboard measurements along 35°W 
showed maximum EUC transport values in September with an indication of a 
secondary maximum in April and large variability in early boreal summer (Hormann 
and Brandt 2007). The analysis of 18 shipboard sections at 10°W revealed a 
maximum EUC transport slightly earlier in the year during August and EUC transport 
minima during March and November, suggesting the presence of semiannual 
transport variations in addition to the dominant annual harmonic (Kolodziejczyk et al. 
2009). 

As a last point, we want to mention the meridional migration of the EUC core. 
This EUC characteristic shows only weak seasonality, but instead stronger 
interannual variations with an anomalous southward position of the EUC core during 
2007 and an anomalous northward position during 2009/2010 (Fig. 9). The timescale 
of such variability would be in general agreement with the 4.5-yr deep jet cycle 
(Brandt et al. 2011b) that was found to be consistent with equatorial basin mode 
oscillations (Greatbatch et al. 2012). However, to study low-frequency EUC variability 
that might result from the interaction of equatorial deep jets propagating their energy 
upward with the energetic near-surface flow, longer moored time series and/or 
improved numerical simulations are required.   



3 Zonal structure and seasonal variability of the Atlantic Equatorial 
Undercurrent 

 
Authors: W.E. Johns, P. Brandt, B. Bourlès, A. Tantet, A. Papapostolou, A. Houk 
 

The Equatorial Undercurrent (EUC) is a quasi-permanent feature of the zonal 
equatorial circulation in both the Atlantic and Pacific oceans. Its main role in both 
oceans is to supply thermocline waters from the shallow subduction zones in the 
subtropics to the main upwelling zones in the central and eastern part of the 
equatorial basins (Schott et al. 1998; Wacongne and Piton 1992).   

While in the Pacific Ocean the EUC is rather well-described from over a decade 
of intensive shipboard and time-series observations in the TOGA and TAO/TRITON 
programs (Johnson et al. 2002), the EUC in the Atlantic has remained more poorly 
sampled and neither its mean structure across the basin or its seasonal-to-
interannual variability is understood. Particularly in the eastern part of the basin, 
where the EUC decays and appears to exhibit strong variability in its eastward 
penetration, observations are sparse and very few time series measurements have 
been collected. In the Pacific, the variability of the EUC is closely linked to sea 
surface temperature variations in the eastern cold tongue region on both seasonal 
and interannual (El-Niño) time scales, and it is anticipated that similar behavior may 
occur in the Atlantic in association with the seasonal cycle and the analogous 
“Atlantic Niño” phenomenon. 

Despite the more limited measurements of the EUC in the Atlantic, a substantial 
increase in the understanding of the EUC in the western and central Atlantic has 
developed over the past decade. At two longitudes, near 35°W and 23°W, a sufficient 
number of shipboard transects across the equator have now been acquired to afford 
reasonable estimates of the mean EUC structure and transport at these locations 
(Brandt et al. 2006; Schott et al. 2003). At 35°W the EUC transports approximately 
20 Sv above the density surface σθ = 26.8, whereas by 23°W this transport is 
reduced to approximately 14 Sv. The core of the EUC is at 100 m depth at 35°W and 
shoals to about 85 m depth at 23°W. At both locations instantaneous core velocities 
are typically in the range of 80-100 cm/s.  

Farther east, at 10°W, available estimates of the EUC transport from cross-
equatorial sections suggest a mean value near 12 Sv (Kolodziejczyk et al. 2009), 
which is surprisingly similar to the 14 Sv value at 23°W in view of the expected 
eastward decay of the EUC in the Atlantic. Here the EUC has a core depth near 60 
m, having shoaled some 40 m from the western part of the basin. 

Farther yet to the east the available measurements are sparse and estimates of 
the EUC transport vary widely. Reported estimates from individual cruises include 
those of Mercier et al. (2003) at 7°W (24.6 Sv) and 2°E (12.6 Sv), Gouriou and 
Reverdin (1992) at 4°W (10.2 Sv), and Bourlès et al. (2002) at 0°E (6 Sv), At 0°E, 
Bourlès et al. (2002) found the EUC core at 50 m depth, with maximum core speeds 
of only 40 cm/s. More recently, Kolodziejczyk et al. (2014) found transports at 1°E 
ranging from 5-15 Sv, and at 6°E from 0-7 Sv. 



Considerably less is known about the seasonal cycle of the EUC transport in 
the Atlantic compared to the Pacific. It is known that a seasonal cycle of shoaling and 
deepening of the EUC occurs that is similar to the behavior in the Pacific (Brandt et 
al. 2006; Giarolla et al. 2005). The EUC at 23°W shoals to its minimum depth in the 
central Atlantic (23°W) in April (~60 m), and reaches its maximum depth in about 
October (~90 m). A similar cycle occurs at 10°W (Kolodziejczyk et al. 2009) and also 
at 35°W, where the EUC routinely “surfaces” in boreal spring when the winds are 
weak. However, models suggest a rather different transport cycle in the Atlantic than 
the Pacific, characterized by two maxima – one (the primary maximum) in fall, and 
another (weaker) maximum in spring (Hormann and Brandt 2007; Philander and 
Pacanowski 1986). The transport maximum in the fall is related to the maximum in 
easterly wind stress that occurs in September-October in the far western part of the 
basin and the associated response of the zonal pressure gradient. By contrast, at 
10°W, the recent analysis by Kolodziejczyk et al. (2009) indicates a summer 
maximum of the EUC transport, with a minimum occurring in fall.  The exact nature of 
the seasonal cycle has been difficult to determine from the available ship-based 
sections due to large intraseasonal variability related to processes including transient 
wind forcing or Tropical Instability Waves.  

In this study by Johns et al. (2014), new time series measurements of the EUC 
are presented, collected from moorings deployed at 23°W, 10°W, and 0° for almost a 
four year period, from 2007 to 2011, and used to describe the mean transport and 
seasonal cycle of the EUC across the basin. It is shown that a relatively simple 
technique can be used to reconstruct the EUC transport and vertical structure from a 
limited set of moorings at each longitude and produce robust estimates of its 
seasonal cycle and variability. 
 
3.1 Data and methods 

Several different data sets are used in this study to investigate the zonal 
structure and variability of the EUC, including moored Acoustic Doppler Current 
Profiler (ADCP) time series, shipboard ADCP and CTD sections, and temperature 
and salinity profile observations from Argo profiling floats and PIRATA (Prediction 
and Research Moored Array in the Atlantic; Bourles et al. (2008)) moorings.  The 
main analysis is focused on the moored ADCP observations, while the other 
observations are used primarily to validate our methods for estimating the EUC 
transport from the moored observations, and to determine the distribution of the EUC 
transport in different density classes. 

3.1.1 Moored ADCP observations	  
From October 2007 to May 2011, an array of moorings equipped with upward-

looking ADCPs was maintained along 23°W, 10°W, and 0°E to monitor the temporal 
variation of the EUC at each longitude Fig. 3.1. These moorings were deployed by 
different groups as part of a coordinated program during the 2007-2011 International 
CLIVAR Tropical Atlantic Climate Experiment (TACE; Brandt et al. (2013); Brandt et 
al. (2014)). 



Full data sets were obtained at both 23°W and 0°E for the duration of the 
experiment, but at 10°W there were two significant gaps. The first occurred at the 
10°W, 0.75°N mooring when the mooring broke loose shortly after its initial 
deployment in October 2007, and could not be reinstalled until fully one year later.  
The second gap occurred at the 10°W, 0°N PIRATA mooring, from December 2009 
to October 2010, due to a failure of the ADCP.  The manner in which these gaps are 
dealt with in the subsequent analysis are described in section 3.2. 
 

 
Fig. 3.1: Locations of the ADCP moorings deployed along 23°W (German), 10°W (US/France), 
and 0°E (US), superimposed on the climatological SST for July (from 2007 to 2011) over the 
tropical Atlantic, based on TMI satellite retrievals. The mean velocity vectors near the core of 
the EUC (80 m at 23°W, 70 m at 10°W, and 60 m at 0°E) between 2°S and 2°N, derived from the 
mean of available shipboard ADCP sections at each longitude, are also shown. 

3.1.2 Shipboard ADCP and CTD sections 
During the last 20 years a large number of cross-equatorial shipboard ADCP sections 
have been acquired through various national and international programs that have 
provided repeated sampling at (or near) four main longitudes: 35°W, 23°W, 10°W, 
and 0°E. Most of these results have been previously published: e.g., at 35°W by 
Schott et al. (2003) and Brandt et al. (2006); at 23-28°W by Brandt et al. (2006) and 
Brandt et al. (2014); and at 10°W by Kolodziejczyk et al. (2009).  In addition to these 
sections, we use similar compilation of sections near 0°E from recent cruises to 
construct mean sections of the near-equatorial zonal currents at these longitudes 
(Fig. 3.3). At the three westernmost longitudes there are at least 15 individual 
sections that go into these averages (15 sections at 35°W, 20 sections at 23°W, and 
17 sections at 10°W), while at 0°E only 8 sections are available.   

On many of these cruises, CTD stations were also occupied at a spatial 
resolution of at least 0.5° between 2°S to 2°N, which have been used in the above 
references to determine the EUC transport in different density classes.  Here, we use 
a number of these available sections at 23°W (9 sections) and 10°W (8 sections) to 
validate methods for estimating the EUC transport in density classes from a 
combination of the moored ADCP measurements and equatorial density profiles 
derived from Argo and PIRATA observations. 

  



Fig. 3.2: a Zonal velocity profiles from the moored ADCP records at 10°W for the period of the 
observations (bottom 0.75°S; middle: 0°N, top 0.75°N). Positive velocities are eastward; color 
scale is in m/s. b Zonal velocity profiles from the moored ADCP records at 0°E (bottom 0.75°S; 
top 0°N) 



 
Fig. 3.3: Averaged shipboard ADCP sections across the EUC at 35°W, 23°W, 10°W, and 0°E. 
The locations of the ADCP moorings at each longitude and the vertical extent of the moored 
velocity measurements is indicated by the dashed black lines. 
 

3.1.3 PIRATA and Argo data 
Surface meteorological buoys with temperature and salinity sensors through the 

upper water column were maintained by the PIRATA program at each of the three 
longitudes, 23°W, 10°W, and 0°E, during the period of the experiment.  Data 
recovery from these sites was generally good, except for some gaps in subsurface 
temperate and salinity data during 2008 and 2010 at the 0°E site.  The surface (1 m) 
and subsurface temperature and salinity measurements at various depths on these 
moorings are used together with Argo profiling float data to reconstruct equatorial 
density profiles at each of the longitudes.  The approach for merging the PIRATA and 
Argo data is described in section 3.2. 

The Argo data used in this study is taken from the global monthly analysis 
produced by the Scripps Institution of Oceanography (SIO; http://sio-
argo.ucsd.edu/RG_Climatology.html), which provides objectively analyzed, monthly 
temperature and salinity profiles over the top 2000 m on a 1° by 1° grid. Details of the 
analysis methodology can be found in Roemmich and Gilson (2009). 
 



3.1.4 Reconstruction of EUC transport from moorings 
The strategy for reconstructing the EUC transport from a limited set of discrete 

moorings is based on a relatively simple approach, in which the zonal transport 
profile integrated across the width of the EUC: 
 

𝑈 𝑧 =    𝑢 𝑦, 𝑧 𝑑𝑦!!
!!!

         (1) 
 

is assumed to be represented by 
 

𝑈 𝑧 =    𝑊! ∗ 𝑢! 𝑧         (2) 
 
where un(z) are the zonal velocity profiles measured by the moorings and Wn are 
"optimal widths" associated with each mooring. This corresponds to simply assigning 
a fixed width to each mooring that accounts for its respective contribution to the total 
EUC transport, similar to an approach used by Brandt et al. (2014). Our decision to 
place moorings 0.75° north and south of the equator at 10°W and 23°W was based 
on an initial assessment of this approach prior to the deployments using the available 
ADCP sections as a test bed. This analysis showed that a single equatorial mooring 
(with a mean meridional decay scale determined by a fit to the section transports) 
could track the variation in the EUC transport reasonably well, but was subject to 
errors as large as 5 Sv (or order 30 % errors) due to meandering of the EUC core off 
the equator. Using three moorings spaced between 0.6° - 1.0° off the equator 
reduced this error considerably (to about 10% error). There was little sensitivity to the 
choice of the spacing within this range, and therefore a spacing of 0.75º was adopted 
for the moored arrays. 

To determine the final best values of the optimal widths (Wn) for the arrays, and 
the associated uncertainty of the method, tests were performed using all of the 
available shipboard ADCP sections at each longitude. The zonal velocity profiles at 
the exact mooring locations were extracted from each section, and the transport 
computed from (2) was compared to the transport derived from the actual shipboard 
ADCP sections.  In these calculations, only positive (eastward) zonal velocities are 
included in the integrations and sums in (1) and (2), to exclude any contributions from 
westward flows adjacent to the EUC. A least squares minimization across all cruises 
provided the best fit values for Wn. These Wn's are then applied to the actual moored 
ADCP profiles to estimate the time-varying EUC transport profile at each longitude. 
The moored ADCP profiles were extrapolated upward to the surface from their 
shallowest measurement depth (typically 20-30 m) using the same method as 
applied to the section data, namely, using the interpolated monthly surface drift 
climatology of Lumpkin and Garraffo (2005). We refer to this method hereafter as the 
Optimal Width (OW) method. 

At 23°W, where velocity profiles spanning the full depth of the EUC were 
continuously available at all three latitudes (0.75°N, 0°N, and 0.75°S), the OW 
approach can be applied in a straightforward manner and results in optimal Wn's of 
[0.76°, 0.74°, 0.79°] latitude, respectively (see further discussion in Brandt et al. 



(2014)). These widths correspond fairly closely to the physical separation of the 
moorings, and are slightly less than the 0.8° widths that would correspond to even 
partitioning of the domain between 1.2°S to 1.2°N, where the bulk of the EUC is 
typically found.  

At 0°E, there are only two moorings available for the reconstruction, at the 
equator and 0.75°S. The OW reconstruction yields optimal Wn's of [0.91, 0.99] for the 
[0°N, 0.75°S] moorings, respectively. The overall accuracy of the reconstruction EUC 
transport based on the available ADCP sections at 0°E is ±1.0 Sv. 

At 10°W, a modified version of the OW method was required due to the fact that 
only a shallow equatorial ADCP profile is available for most of the period, as well as 
the data gaps.  For the period between October 2007 and September 2008 - when 
the 0.75°N mooring was missing - we do not attempt to produce EUC transports, 
because the 0.75°S profile and shallow equatorial profile, in themselves, are not 
sufficient for a robust reconstruction.  For the remainder of the record we make two 
different reconstructions: one derived from just the two full ADCP profiles at 0.75°S 
and 0.75°N, and a second that uses the data from all three moorings when the 
equatorial ADCP profile is available. This 3-mooring reconstruction is limited to 
depths ≤100 m (from October 2008 to November 2009) and to depths ≤230 m (from 
October 2010 to May 2011; Fig. 3.2a). For these periods the final EUC transport 
profile is obtained by combining the upper 3-mooring transport profile with the 2-
mooring reconstructed profile over the deeper part of the water column (which we 
refer to as the "merged" transport profile).  For the period from November 2009 to 
October 2010, the results rely only on the 2-mooring reconstruction.  The optimal 
widths for the 3-mooring reconstruction were [0.71 0.81 0.79] for 0.75°N, 0°N, and 
0.75°S, respectively, and for the 2-mooring reconstruction using only the off-
equatorial moorings at 0.75°N and 0.75°S they were [1.31 1.39].  The larger optimal 
widths for the 2-mooring reconstruction are consistent with expectations, since these 
moorings will typically miss the maximum EUC core, and this is also reflected in the 
larger net meridional scale (sum of the Wn's) for the 2-mooring reconstruction (~2.7° 
latitude) versus that for the 3-mooring reconstruction (~2.3°).  
 

3.2 EUC transport and vertical structure 

3.2.1 Shipboard sections 
A first view of the changing structure of the EUC across the basin is provided by 

the averaged shipboard ADCP sections (Fig. 3.3). These mean sections have been 
described previously in several studies (Brandt et al. 2006; Kolodziejczyk et al. 2009; 
Schott et al. 2003), but it is the first time that they have been shown together in one 
place.  The mean section at 0°E compiled in this study is a new addition and is based 
mostly on sections acquired during the 2005-2007 French EGEE program in the Gulf 
of Guinea, as part of the AMMA program (e.g., Bourles et al. (2007)). 

Consistent with previous observations, the EUC core shoals across the basin, 
from a core depth of about 90 m at 35°W to 65 m at 0°E. The width of the EUC also 
decreases across the basin and the mean core velocity decreases slightly from >0.6 
ms-1 to about 0.5 ms-1. These sections represent geographic (Eulerian) averages and 



therefore the peak velocities at the EUC core are considerably weaker than seen in 
individual sections, where the velocity maxima are typically between 0.8 - 1.0 ms-1. 
The meridionally-elongated velocity core and much larger overall width at 35°W is 
due in part to broadening of the mean flow distribution at 35°W by significant lateral 
meandering of the EUC just after it retroflects eastward from the North Brazil 
Undercurrent. In these sections, the EUC core is found slightly south of the equator 
at the three easternmost longitudes, suggesting only a small and relatively uniform 
displacement of about 0.2° from the equator, even in the eastern part of the basin. 
The strong and coherent zonal flow pattern associated with the EUC is contained 
mostly above 200-250 m, and its lower limit also shoals along with the velocity core, 
to depths of about 150 m at 0°E. 
 

3.2.2 Mooring data 
The time series of the EUC transport profile constructed from the moorings 

using the OW method described in section 3.1.4 are shown in Fig. 3.4, and show 
several notable features. First, at each longitude, the core of the EUC exhibits a 
seasonal vertical migration, being shallowest in boreal spring months (March-May) 
and deepest in boreal fall (September-October).  This behavior is most pronounced 
in the west (23°W) and generally decreases toward the east. Associated with this 
deepening EUC core in fall is a much deeper extension of the eastward flow below 
the EUC core, which is clearly evident at 23°W and 10°W but not clearly at 0°E.  This 
deeper EUC structure can also be seen in the individual zonal velocity profile at 
10°W, 0.75°S during 2008 (Fig. 3.2a), even though we do not produce a EUC 
transport reconstruction at 10°W for this period. The timing and duration of this deep 
extension varies somewhat from year to year, but it generally emerges in boreal 
summer (July-August) and lasts through about the end of October. During these 
periods, significant eastward transport extends to depths of ≥300 m, while in boreal 
spring the eastward EUC flow is confined mostly above 150 m. 

A second feature that can be noticed in Fig. 3.4 is that the EUC core intensity is 
generally weakest in boreal summer (June-August) at all longitudes, which coincides 
with the onset and seasonal development of the Atlantic could tongue.  This behavior 
is more pronounced in the east, especially at 0°E, and also at 10°W, where it follows 
a sustained period of maximum EUC core intensity in boreal spring (March-May). 

In addition to these seasonal changes there is considerable short-term 
variability throughout the records. The dominant time scales of this variability are 
generally between 12-60 days, associated with Tropical Instability Waves and other 
modes of equatorial variability that have been previously described (e.g., von 
Schuckmann et al. (2008), Athie and Marin (2008), Athie et al. (2009); Perez et al. 
(2012)).  The meridional component of velocity at each of the longitudes shows 
relatively high coherence throughout this band, and is mostly symmetric about the 
equator (i.e., in-phase between the equatorial and off-equatorial sites). Zonal velocity 
anomalies are mainly out of phase across the equator on these time scales, which, to 
first order, reflects the meandering of the EUC in response to these meridional 
velocity perturbations. This out of phase relationship is difficult to see in Fig. 3.2 due 



to the long time span of the records, but is clearly evident when the time scale is 
expanded to more closely examine individual events.  On longer time scales from 80 
days up to annual, the zonal velocity anomalies become more in-phase with each 
other and reflect seasonally-coherent changes in the intensity and structure of the 
EUC.  It is noteworthy also that the ADCP records at 0ºE - which represent the first 
long-term records of the EUC in the eastern Gulf of Guinea - show that the EUC 
remains essentially tied to the equator at this location and that it has not shifted 
significantly south of the equator at this location as is depicted in some models.  

The time-mean profiles of the EUC transport at each longitude are shown in Fig. 3.5, 
where it can be seen that the EUC core shoals progressively to the east, from 75 m 
at 23°W to 55 m at 0°E. The transport at the EUC core is largest at 23°W and 
decreases by about 10% and 30%, respectively, at 10°W and 0°E, relative to that at 
23°W. Below the EUC core the transport remains higher at 23°W than 10°W until 
about 200 m, while at 0°E the transport profile shows almost a uniform reduction of 
~0.01 Sv/m relative to 10°W. In the region above the EUC core the transport profiles 
are nearly identical across all longitudes.  

The mean transports for the EUC derived from these measurements, integrated 
to 300 m, are 14.3 ± 0.6 Sv, 12.1 ± 0.9 Sv, and 9.4 ± 0.6 Sv, at 23°W, 10°W, and 
0°E, respectively, where the given uncertainties represent standard errors. These 
uncertainties are based on the number of available degrees of freedom in each 
transport time series, determined by the length of the time series divided by twice the 

Fig. 3.4: EUC transport profiles (Sv/m) derived from the moorings at 23°W, 10°W, and 0°E. 
The EUC transport reconstruction is not attempted at 10°W for the first year of 
the observations, when the 0.75°N, 10°W mooring was missing. 



integral time scale of the transport variability (which is approximately 27 days at 
23°W, 24 days at 10°W, and 21 days at 0°E). The associated standard deviations of 
the transport are 3.2 Sv at 23°W, 4.1 Sv at 10°W, and 3.0 Sv at 0°E. The larger 
uncertainty at 10°W is a result of both its larger transport variability and the shorter 
length of time series available at that longitude. If one includes in these error 
estimates a random measurement uncertainty of ±1 Sv, then the overall uncertainties 
for the above mean transports increase by only about 5%, which indicates that the 
errors in the transport reconstruction associated with the OW method add little to the 
total uncertainty. The uncertainties in the mean transport at each longitude are 
therefore essentially governed by the natural variability of the EUC transport. 

 

Fig. 3.5: Mean EUC transport profiles (Sv/m) at 23°W, 10°W, and 0°E, plotted versus 
depth (left) and versus potential density (rh) (right) 
 

To compare these results with previous estimates of the EUC transport, it is 
desirable to break the total transport down into different density classes, rather than a 
single depth integrated value.  In order to accomplish this, we utilize the SIO monthly 
Argo analysis described in section 3.1.3, together with the available PIRATA moored 
temperature and salinity data during the measurement period, to construct density 
profiles at the equator at each longitude. The Argo data provide high-resolution 
vertical profiles of temperature and salinity, but may occasionally be inaccurate due 
to sparse regional sampling, whereas the PIRATA data are from discrete depths and 
sometimes have temporal gaps. To obtain the most accurate possible density 
profiles, a simple correction scheme was applied to the monthly Argo profiles, as 
follows. At each PIRATA measurement depth, the differences between the Argo and 
monthly-mean PIRATA temperature and salinity data are used to construct an "error" 
profile for the Argo data, that is linearly interpolated between the PIRATA 
measurement depths. This error profile is then added back into the Argo profiles to 
obtain a corrected Argo profile. These corrected temperature and salinity profiles 
pass through all the measured PIRATA points, but are otherwise consistent with the 



vertical structure of the continuous Argo profiles.  The required corrections to the 
Argo profiles were small, less than 1°C RMS. for temperature and 0.2 RMS for 
salinity, which indicates that the Argo profiles themselves are remarkably accurate 
(even though the SIO analysis does not utilize any of the PIRATA data). During 
periods when no simultaneous PIRATA data were available for this correction, the 
mean error (i.e., the mean error profile from all of the available Argo-PIRATA 
comparisons at that longitude) was used instead to correct those Argo profiles. 
Monthly density profiles at the equator were then constructed at each longitude from 
these corrected Argo temperature and salinity profiles. These density profiles are 
then used to transform the EUC transport profiles, measured as a function of depth, 
into density coordinates. 
The corresponding mean EUC transport profiles in density coordinates at each 
longitude are shown in Fig. 3.5b.  The peak transport occurs near σθ = 25.1 at 23°W 
and near σθ = 25.5 at both 10°W and 0°E. Thus while the EUC core is physically 
deeper at 23°W (Fig. 3.5a), it occurs at a lighter mean density. The eastward 
shoaling of the EUC core in depth space - but trending toward higher densities - 
reflects a more rapid shoaling of the main pycnocline toward the east than the EUC 
velocity core, which is analogous to the observed EUC structure in the Pacific 
(Johnson et al. 2002). An alternate presentation of the same results is shown in Fig. 
3.6, where the transports are accumulated into even density classes of 0.1 kgm-3. 
The maximum EUC transport in this representation occurs in the density class σθ = 
26.3 at each longitude, which reflects the greater thickness of isopycnal layers below 
the core of the EUC. The main differences between the profiles are above σθ = 25.5 
where the transports decrease toward the east. In particular there is significant 
transport above σθ = 24.5 at 23°W which decreases markedly by both 10°W and 0°E. 
Below the transport maximum at σθ = 26.3, the transport at 0°E also decreases 
relative to that at 23°W and 10°W.  

The transports in four main density classes that have been used to describe the 
regional characteristics of the EUC in previous studies (e.g., Brandt et al. (2006); 
Kolodziejczyk et al. (2009)) are listed in Tab. 1.  These classes correspond to a 
"surface" layer (σθ < 24.5), an "upper thermocline" layer (24.5 < σθ  < 25.5), a "lower 
thermocline" layer (25.5 < σθ < 26.5), and a "deep thermocline" layer (26.5 < σθ < 
26.8), after Kolodziejczyk et al. (2009). The upper and lower thermocline layers 
contain the main contributions to the EUC transport in the regions above and below 
the EUC velocity core, respectively, and these are often grouped together into a 
single "thermocline layer" EUC transport (e.g., Schott et al., 2003; Brandt et al., 
2006).   The transport in the thermocline layer is identical at 23°W and 10°W (10.2 
Sv), but there is a relative decrease (increase) in the upper (lower) thermocline 
component at 10°W. At 0°E the thermocline transport is reduced to 8.0 Sv, with both 
the upper and lower thermocline contributions decreasing from 10°W. The results 
obtained from our mooring-based analysis compare very well with the earlier 
estimates at 23°W and 10°W derived from ship sections (Tab. 1), essentially 
confirming the results of Brandt et al. (2006) and Kolodziejczyk et al. (2009) at these 
longitudes, and indicating that those estimates did not suffer greatly from aliasing of 
the ship sections by intraseasonal variability. The measurements at 0°E, however, 



provide fundamentally new information on the EUC transport and vertical structure in 
the eastern Gulf of Guinea, where the available ship sections have been too limited 
to construct representative annual estimates. 

Fig. 3.6: Mean EUC transport profile in density classes, at 0.1 kg/m3 intervals, at 23°W, 10°W, 
and 0°E, derived from the mooring-based EUC transport profiles and PIRATA-corrected ARGO 
density profiles at each longitude. 
 

 
Tab. 1: Transports (in Sv) in density classes, from this study compared with previous 
estimates from averaged ship sections at the various longitudes (from Brandt et al. (2006) and 
Kolodziejczyk et al. (2009)). 

3.2.3 Seasonal cycle of the EUC 
A climatological seasonal cycle is derived for the EUC transport profile at each 

longitude by averaging together all of the data from the available records by the 
month of observation (Fig. 3.7).  These seasonal cycles represent the climatological 
average over 3.7 years of data at 23°W and 0°E but only over 2.7 years at 10°W. 
The features described earlier in the time series are clearly evident: (1) a semi-
annual cycle in the intensity of the EUC core transport, with maxima in boreal spring 
and fall; (2) an annual vertical migration of the EUC core with shallowest (deepest) 
depths in boreal spring (fall); and (3) a deep extension of the eastward flow beneath 
the core of the EUC in boreal summer to early fall at both 23°W and 10°W.   

The semi-annual cycle of the core intensity is most pronounced in the eastern 
part of the basin, where the two maxima are separated by a progressively weakening 
core intensity during boreal summer. The spring maximum tends to be better 



sustained across the basin while the fall maximum decays more sharply, especially 
at 0°E. Therefore in terms of the absolute EUC core intensity, as well as its seasonal 
behavior across the basin, the spring maximum is considered the primary maximum 
and the fall maximum a secondary maximum. 

 

Fig. 3.7: Monthly-mean EUC transport profiles (Sv/m) at 23°W, 10°W, and 0°E. 
Density contours derived from the PIRATA-corrected ARGO temperature and salinity 
data, averaged over the TACE time period (2007–2011), are shown in thin white lines. 
 

The seasonal cycle of the total (0 - 300 m) EUC transport at each longitude is 
illustrated in Fig. 3.8 where it is superimposed on the transport time series from each 
measurement year. At 23°W the transport exhibits a single broad maximum in 
September, with otherwise nearly constant total transport from boreal winter through 
spring (December to June).  The reverse is true at 0°E, where the seasonal 
maximum occurs in boreal spring (April-May), and the transport is nearly constant 
from August through January. In between these longitudes, at 10°W, a semi-annual 
cycle is evident, with maxima in September (primary) and April (secondary), and a 
relatively sharp minimum in November-December. The amplitude of the seasonal 
variability is about 5 Sv (peak-to-peak) at 23°W and 0°E and about 10 Sv at 10°W.  
The instantaneous transports range from about 5 - 25 Sv at 23°W and 10°W, 
consistent with the range of observed transports from individual ship sections at 



these longitudes (Brandt et al., 2006; Kolodziejczyk et al., 2009). At 0°E the 
transports vary from about 5 to 20 Sv.   

 
Fig. 3.8: EUC transport (0–300m) at each of the observed longitudes, for individual years 
(colors; see legend), with monthly means and standard deviations shown as black symbols 
with error bars. The respective seasonal cycles derived from fits of the data to an annual plus 
semi-annual harmonic are shown in the bold solid lines. 
 

 
Fig. 3.9: Monthly means (symbols) and seasonal harmonic cycle of the 0–300 m EUC 
transport, overlain from Fig. 3.8 at each of the longitudes. 
 
 



The seasonal cycles at all three longitudes are overlain in Fig. 3.9, where it can 
be seen that the transports at all locations are roughly the same during boreal spring, 
approximately 12-13 Sv, when the EUC core is relatively intense and shallowest 
across the whole basin (Fig. 3.7).  During boreal fall, the transports at 23°W and 
10°W are again similar, at about 18 Sv, but the transport at 0°E is nearly 10 Sv 
weaker at this time. There is some indication of a secondary maximum in the 
September monthly mean transport at 0°E, associated with the secondary fall 
maximum in the upper EUC core at that time, but it is not clearly present in all years 
and is not a feature of the seasonal harmonic cycle. 

 
Fig. 3.10: Seasonal cycle of the EUC transport in density classes, shown as cumulative 
transport from the lowest (shallow) to highest (deeper) density classes. σθ <24.5 corresponds 
to the ‘‘surface’’ layer, σθ = 24.5–25.5 to the ‘‘upper thermocline’’ layer, σθ = 25.5–26.5 to the 
‘‘lower thermocline’’ layer (split here into two sub-layers), and σθ = 26.5–26.8 to the ‘‘deep 
thermocline’’, following Kolodziejczyk et al. (2009). The dots with error bars at the top of each 
plot show the total EUC transport and its standard error for each month. 
 

The depth-integrated transport of the EUC does not reveal the changing vertical 
structure of the EUC transport, which is illustrated more clearly in Fig. 3.10 where the 
transports are broken down into density classes. The transports in the surface and 
upper thermocline layer all reach a minimum in boreal summer, and nearly vanish at 
0°E during July-August. This reduction is compensated at both 23°W and 10°W by 
an increase in the lower thermocline layer transport that begins in June and peaks in 
August.  Most of this transport occurs in the deeper part of the thermocline (σθ = 
26.0-26.5), and there is also a further contribution from σθ > 26.5 at this time. At 0°E 
the behavior is somewhat different, with the peak in lower thermocline transport 



actually occurring in May, but showing a less pronounced seasonal variation than at 
23°W or 10°W. Thus, during the summer upwelling season, the transport in the upper 
portion of the EUC is substantially reduced at all locations, and this reduction 
becomes progressively larger toward the east so that by 0°E almost all of the 
transport occurs in the lower thermocline. 

3.3 Discussion and conclusions 
New observations of the Equatorial Undercurrent in the central and eastern part 

of the Atlantic are presented based on moored current measurements collected 
during 2007-2011 along 23°W, 10°W, and 0°E. These observations provide, for the 
first time, a clear description of the seasonal cycle of the EUC across the basin, 
which had before relied mainly on ship sections that can be affected by seasonal 
sampling biases and strong intraseasonal fluctuations.  

The mean transport of the EUC at 23°W is 14.3 ± 0.6 Sv, decreasing to 12.1 ± 
0.9 Sv at 10°W and 9.4 ± 0.6 Sv at 0°E. The character of the seasonal cycle changes 
moving eastward: at 23°W the strongest EUC transport occurs in boreal fall, at 10°W 
the EUC transport shows a semiannual cycle with a maximum in boreal spring and 
fall, while at 0°E the EUC has a single spring maximum.  The maximum core intensity 
within the upper part of the EUC occurs in boreal spring at all longitudes, and at this 
time (April) the EUC transport is almost uniform, at about 12-13 Sv, all across the 
basin. The weakest EUC core intensity occurs during the boreal summer cold tongue 
phase at all locations. 

As noted by Arhan et al. (2006), there is potential confusion in the literature 
when discussing the seasonal cycle of the EUC, depending on whether it is the total 
transport or the maximum intensity (core speed) that is being considered. Our 
observations show that the maximum in core intensity occurs across the basin in 
boreal spring (April), while there is a secondary maximum in the fall (October) at both 
23°W and 10°W, and a transport maximum at 23°W and 10°W that occurs slightly 
earlier, in September.  This transport maximum is associated in part with the 
intensified upper core of the EUC in boreal fall, but derives in large part from a 
deeper extension of the EUC into the lower thermocline in late summer and early fall 
at those longitudes. The study by Philander and Pacanowski (1986), in fact, does 
show two seasonal maxima in the velocity core of the EUC, which take place in April-
May and November at 30°W and have about equal strength (~0.8 m/s), and in 
October and February at 0°E, where the October maximum is significantly stronger 
(~0.6 m/s vs. 0.3 m/s in February). These were the only two longitudes studied in that 
paper. On the other hand, Arhan et al. (2006) find only a fall maximum in core 
intensity, and the core intensity is actually a minimum across the whole basin in 
boreal spring (their Fig. 6). Furthermore, the models that do predict a secondary 
maximum in the EUC transport (Hormann and Brandt, 2007; Arhan et al., 2006) or 
EUC core intensity (Philander and Pacanowski, 1986) in the eastern part of the 
basin, seem to get this at the wrong time, in January or February instead of April. 
Therefore, we conclude that the observed spring maximum in EUC core intensity 
across the whole basin, and the fact that this leads to an actual transport maximum in 
spring at 0°E, is not a feature that is correctly reproduced by the available models. 



Fig. 3.11: Monthly-mean salinity profile variability at the equator for the TACE period (2007–
2011), from 0 to 200 m, derived from the PIRATA-corrected Argo data at 23°W, 10°W, and 0°E. 
Density contours are overlain in black. 
 

The existence of a spring maximum in the EUC in the eastern part of the basin 
also has support in hydrographic observations. Since the SEQUAL-FOCAL 
experiment (e.g. Hisard and Hénin (1987)), it has been known that the thermocline 
salinity maximum associated with the EUC is strongest in the eastern equatorial 
Atlantic in late winter to spring, and we find in our analysis of the Argo data at 0°E 
(Fig. 3.11) that this consistently occurs between March-May, exactly when the EUC 
core intensity and transport are a maximum there.  This is consistent with the notion 
that the high salinity core of the EUC - originating from the subtropics and mostly 
entering the EUC at the western boundary - is more effectively transported across 
the basin during boreal spring when the EUC core intensity is at a maximum.  A 
second salinity maximum occurs in October-November at 0°E (and at 10°W) when 
the EUC re-accelerates after its summer minimum (Fig. 3.11). The Argo data, and 
previous observations, also show clearly that the EUC salinity maximum is strongly 
eroded, or can even disappear, in boreal summer, due to the strong mixing that 
occurs at the top of the EUC during the development of the cold tongue. Surface 
mixed layer salinities also reach their seasonal maximum over most of the central 
and eastern Atlantic between June - November (Fig. 3.11). This is consistent with the 
weaker upper EUC observed in boreal summer, which is presumably also retarded 
by downward mixing of westward surface momentum and also by the relaxed zonal 
pressure gradient in the eastern part of the basin during summer.  

The fate of the high salinity waters carried in the EUC, especially in boreal 
spring when they are carried farthest eastward into the Gulf of Guinea, remains 
uncertain. Historical studies of the EUC in the eastern Gulf of Guinea have generally 



concluded that the EUC penetrates in the mean to the eastern boundary where it 
feeds coastal undercurrents both to the north and south of the equator (Hisard and 
Hénin 1987; Wacongne and Piton 1992). However, the more recent cruises 
conducted in the Gulf of Guinea, including a U.S. cruise in June 2009 in support of 
our mooring operations that extensively sampled the EUC across the basin, have 
shown the presence of westward flowing, high-salinity cores flanking the EUC in the 
Gulf of Guinea during boreal summer and fall (Kolodziejczyk et al. 2014). The salinity 
in these westward flows is comparable to the salinity of the EUC core itself, and can 
only come from the EUC, since there is no other source of such high salinity waters 
in the Gulf of Guinea.  We hypothesize that these high salinity waters are remnants 
of the high salinity EUC core waters that are advected most strongly into the eastern 
Gulf of Guinea during boreal spring, which are then recirculated back in these 
westward flows toward the central part of the basin.  The portion of the EUC fed into 
these westward recirculations may actually be larger than the amount that reaches 
the African coast and can escape the Gulf of Guinea through the Gabon-Congo 
Undercurrent flowing southward along the eastern boundary (Mercier et al. 2003; 
Wacongne and Piton 1992), as suggested by Kolodziejczyk et al. (2014). 
  



4 Seasonal variability of the equatorial undercurrent termination and 
associated salinity maximum in the Gulf of Guinea	  

 
Authors:  N. Kolodziejczyk, F. Marin, B. Bourlès, Y. Gouriou, H. Berger 
 

Recent observational studies have described the mean properties of the EUC in 
the Atlantic between the western boundary and 0°E (Bourlès et al. 2002; Brandt et al. 
2006; Johns et al. 2014; Kolodziejczyk et al. 2009; Schott et al. 1998; Stramma and 
Schott 1999). The core of the EUC is characterized by maximum salinity and dis- 
solved oxygen concentrations, while the mean EUC transport is seen to 
progressively weaken eastward from 20.9 Sv at 35°W to 9.1 Sv at 0°W (Johns et al. 
2014; Schott et al. 1998). East of 0°E, in spite of sparse recent measurements 
(Hummels et al. 2013), the fate of the EUC remains still poorly documented. 

Both numerical and observational studies indicate that the EUC is subject to a 
strong seasonal cycle (Arhan et al. 2006). At 10°W, Kolodziejczyk et al. (2009) 
observed two maxima of the EUC transport from individual cruises: the strongest (up 
to 30.0 Sv) during boreal summer and early fall, and the weakest (up to 14.8 Sv) 
during boreal winter, but the full seasonal cycle of the EUC transport at that longitude 
could not be resolved due to the absence of observations during the boreal spring. 
More recently, Johns et al. (2014) confirmed this semi-annual cycle of the EUC 
transport at 10°W from current-meter moorings, but the boreal summer maximum 
was found to be weaker (~18 Sv) than in Kolodziejczyk et al. (2009), and the second 
maximum (~14 Sv) was observed in boreal spring. In the central and eastern 
equatorial Atlantic, the thermocline and EUC seasonal variability is mainly associated 
with the basin scale adjustment to the zonal wind forcing over the equatorial Atlantic 
(e.g., Giarolla et al. (2005); Johns et al. (2014); Katz (1984); Kolodziejczyk et al. 
(2009); Philander and Pacanowski (1986); Wacongne (1989)). East of 0°E, due to 
sparser observations, the seasonal variability of the EUC termination remains an 
open question. 

Moreover, previous observations have shown a strong seasonal variability of 
salinity in the thermocline in the eastern equatorial Atlantic. From hydrological 
measurements collected during 1982–1984, Gouriou and Reverdin (1992) identified 
the presence of a tongue of high salinity waters during boreal spring over the whole 
width of the Atlantic Ocean. This tongue reached the eastern boundary, and spread 
meridionally from 5°S to 5°N. Mercier et al. (2003) also observed extra-equatorial 
salinity maxima around 3°S–N within the upper thermocline during boreal spring 
1995 at 3°E, associated with westward circulations surrounding the EUC. During 
boreal summer, this equatorial salinity maximum is found to weaken or even 
disappear (Gouriou and Reverdin 1992; Hisard and Morlière 1973; Verstraete 1992). 

The EUC additionally exhibits a year-to-year variability over the whole 
equatorial Atlantic, as evidenced from observations carried out during boreal summer 
of different years (Bourlès et al. 2002; Gouriou and Reverdin 1992). Hormann and 
Brandt (2007) pointed out strong correlations between the interannual variability of 
the EUC and the South Equatorial Current (SEC) west of 10°W, and SST in the 
eastern Atlantic Cold Tongue (ACT) during the boreal summer. The anomalous cold 



(warm) SST in the ACT is associated with a stronger (weaker) EUC and SEC trans- 
ports west of 10°W. However, Hormann and Brandt (2007) did not address explicitly 
the interannual variability of the EUC east of 10°W, and observations were until 
recently too sparse to document it. 

In this study, observations from recent oceanographic cruises, during which 
simultaneous measurements of currents and hydrology were obtained along 
meridional sections between 10°W and 6°E, are analyzed to describe the fate and 
seasonal variability of the EUC and its associated salinity maximum in the Gulf of 
Guinea (GG; defined here as the region extending from 15°S to 5°N and from 15°W 
to 15°E). These measurements are complemented by observations from PIRATA 
moorings and from ARGO profiling floats, and by a high-resolution Ocean General 
Circulation Model (OGCM) simulation of the tropical Atlantic Ocean. 
 
4.1. Observations and model 
4.1.1. Data 
4.1.1.1. Cruises 

The data used in this study were collected in the Gulf of Guinea in 2000 during 
EQUALANT-2000 cruise (Bourles et al. 2007), and from 2005 to 2007 during 6 
repetitive cruises in the framework of EGEE (Etude de la circulation océanique et des 
échanges océan-atmosphère dans le Golfe de Guinée) (Bourles et al. 2007) as part 
of the AMMA (African Monsoon Multidisciplinary Analysis) program (Redelsperger et 
al. 2006).  

During these cruises, 19 meridional hydrological sections, including 
measurements of zonal and meridional currents from Ship-mounted Acoustic Doppler 
Current Profilers (SADCP), were carried out along 10°W, near 2°E and along 6°E. 
Temperature, salinity and dissolved oxygen measurements were collected from CTD-
O2 SeaBird probes along each section at a spatial resolution of at least 0.5° in 
latitude. En-route SADCP measurements cover the depth range from 20 m down to 
about 150 m (EGEE1 and EGEE2) or 350 m (other cruises). Absolute referencing 
was provided by Global Positioning System (GPS) navigation. SADCP data were first 
hourly-averaged, then linearly interpolated onto a regular grid with a resolution of 0.1° 
in latitude and 1 m in depth. The standard error of the hourly-averaged velocities, 
𝑆! = 𝑆𝑇𝐷/ 𝑁 (estimated as the STD of the hourly mean velocity divided by square 
root of the sample size, N, i.e. the number of data used in the hourly mean 
estimates), is around 1 cm s-1 on average for each cruise. 

For validation purpose, we also used the velocity and hydrographic data of 17 
historical cruises carried out at 10°W between 1997 and 2007 and described in 
Kolodziejczyk et al. (2009). Note that the 10°W sections from EQUALANT-2000 and 
EGEE 1-to-6 are common to the present paper and Kolodziejczyk et al. (2009). 
These data allow a validation of the mean sections of zonal velocity and salinity at 
10°W, and of the seasonal cycle of the transport at 10°W estimated with the model 
output. 

 
 



4.1.1.2. PIRATA moorings 
In the framework of the PIRATA program (Bourles et al. 2008), 2 meteo-oceanic 

moorings are maintained since 1997 along the equator in the eastern Atlantic, 
namely at 10°W and 0°E. These moorings provide daily time series of temperature at 
11 depth levels from the surface down to 500 m depth, with a 20 m resolution from 
the surface down to 140 m depth; and of salinity at 6 levels from surface to 120 m 
depth with a 20 m resolution. The mean seasonal cycles of temperature and salinity 
were calculated for each PIRATA buoy location and for each depth from the 
complete time series (covering the period September 1997– August 2013). The data 
sets suffer from numerous gaps (refer to http://www.brest.ird.fr/pirata/ for details on 
the PIRATA datasets), but at least 7 complete years of temperature and salinity data 
were available at most depths at 10°W and 0°E. Note however that there is only 
about 1 year of salinity measurements at 60 m (at 10°W and 0°E) and at 80 m (at 
0°E), and no salinity data at 80 m at 10°W. In particular, there is no salinity 
measurement at these depths in June–August at 10°W and in April at 0°E. 

 
4.1.1.3. Argo floats 

The hydrological profiles from Argo floats used in this study have been 
downloaded from the Coriolis Data Center (http://www.coriolis.eu.org/). A 
climatological test was applied to the data set, and followed by a visual control of 
suspicious profiles in the framework of the ‘‘Global Ocean Surface Salinity Calibration 
and Validation’’ (GLOSCAL) project (Gaillard et al. 2009). The individual profiles 
available in the GG between 2004 and 2012 provide a spatial and monthly coverage 
since mid-2005 (more than 50 profiles per month) that is expected to be large 
enough to describe the seasonal variability of the temperature and salinity in this 
region (see also Wade et al. (2011)). 
 
4.1.2. Model description and validation 
4.1.2.1. NEMO model 

In this study, we use the numerical outputs of a Tropical Atlantic configuration 
(30°S–30°N) of the Ocean General Circulation Model NEMO 3.1 (Madec 2008). This 
configuration is similar to the DRAKKAR experiment (Barnier et al. 2006). The 
horizontal resolution is 1/4° and there are 46 vertical levels (16 levels within the first 
300 m and 10 levels in the first 100 m). This configuration is forced at its meridional 
boundaries (30°N–S) and its western boundary (60°W) by the 5-day outputs of the 
global ORCA025-G85 simulation (Barnier et al. 2006), using the ‘‘mixed’’ open 
boundary algorithm (Barnier et al. 1998; Treguier et al. 2001). 

For the purpose of this study, the model includes a high-resolution sub-domain 
(1/12° horizontal resolution and same vertical grid) between 10.7°W and 14.5°E and 
between 13.7°S and 7.5°N, through the 2-way Adaptive Grid Refinement In Fortran 
(AGRIF; www.nemo-ocean.eu) module of the NEMO 3.1 code. This gain of resolution 
in the GG allows a better representation of the fine structures of the surface and 
subsurface, like river plumes characterized by sharp Sea Surface Salinity (SSS) 
fronts that could impact the SEC and EUC circulation and water masses in the 



eastern GG. The boundary conditions of the AGRIF sub-domain region are provided 
by the larger-scale model at each time step. 

The model is forced with the atmospheric fluxes of momentum, heat and 
freshwater provided by DRAKKAR Forcing Set 4.3 (DFS 4.3) (Brodeau et al. 2010). 
This dataset is a combination of ECMWF-ERA40 (European Centre for Medium-
Range Weather Forecasts) 6-hourly reanalysis and observations. Radiative fluxes 
are provided by daily satellite measurements, while precipitations come from monthly 
satellite measurements. The evaporation minus precipitation (E-P) flux includes a 
relaxation to climatological E-P with a coefficient of -56 mm day-1 PSS-1. The rivers’ 
runoffs are provided by the monthly climatology of Dai and Trenberth (2002). The 
vertical turbulent mixing is parameterized using a TKE scheme (Blanke and 
Delecluse 1993) with a background vertical diffusivity coefficient equal to 10-6 m2s-1. 
Since convective mixing due to static instability cannot be represented in hydrostatic 
models, a TKE source is added in case of density inversion in the mixed-layer with 
an enhanced background vertical diffusivity coefficient set to 10-4 m2s-1. In the GG 
sub-domain (1/12° resolution), the horizontal friction scheme is bilaplacian, applying 
on horizontal surfaces with a friction coefficient equal to -1.25 x 1011 m4 s-1, while 
diffusion is isopycnal and laplacian with a diffusion coefficient equal to 100 m2 s-1. 

The monthly-averaged and 5-day-averaged outputs of the simulation for the 
period 1993–2007 are used in this study. The model is started from rest on 1 January 
1990. The initial conditions for temperature and salinity were derived from the World 
Ocean Atlas climatology (Antonov et al. 2010; Locarnini et al. 2010). Only model 
outputs after 1993 (i.e. after 3 years of spin-up) are considered. 

The present study will mostly focus on the main properties and transports within 
the upper thermocline (defined as the within the rh = 24.5–26.2 isopycnal layer), 
where the EUC core and the associated salinity maximum lie, or within the 
thermocline (defined as the within the 𝜎! = 24.5–26.5 isopycnal layer), where most of 
the EUC transport takes place. For each 5-day output of the model, we first 
determine the depths of the two isopycnals from the linear interpolation of the vertical 
density profile at each gridpoint, and then average (for mean fields) or integrate (for 
transports) the model fields between these two depths (taking into account the 
thickness of the vertical grid cells). We checked that the 24.5, 26.2 and 26.5 
isopycnals never outcrop in the eastern equatorial Atlantic. 

 
4.1.2.2. Model validation 

For details on the model validation see Kolodziejczyk et al. (2014). 
 

4.2. Evidence of a westward recirculation of the EUC salinity maximum in June 2007 
In this section, we focus on the observations of currents, salinity and dissolved 

oxygen acquired in June 2007 in the Gulf of Guinea during the EGEE5 cruise (Fig. 
4.1). The meridional sections of salinity along 10°W, 2.3°E and 6°E (Fig. 4.1d–f) 
reveal, within the upper thermocline layer (defined here between the 24.5 and 26.2 
isopycnals), the presence of high salinities (exceeding 36.0) both at the equator and 
off the equator (near 3°N and 3°S at 2.3°E), as previously evidenced by Gouriou and 



Reverdin (1992). At the equator, high salinities are observed along the three sections 
at the depth of the EUC core (Fig. 4.1d–f) and coincide with high dissolved oxygen 
concentrations (up to 120 lmol kg-1; Fig. 4.1g–i). At 10°W, it is worth noticing that the 
strong salinities that are visible south of 4.5°S around the 24.5 isopycnal (Fig. 4.1a, 
d), in the region of the eastward South Equatorial Undercurrent (SEUC) do not result 
from the recirculation of the EUC in the eastern GG. They are likely the signature of 
the subtropical water masses from the south Atlantic advected by the SEUC 
(Kolodziejczyk et al. 2009), and are thus beyond the scope of the present study. 

The EUC maximum velocity decreases eastward from 70 cm s-1 to 40 cm s-1 

(Fig. 4.1d–f), while the thermocline EUC transport first increases from 8.3 Sv to 11.6 
Sv between 10°W and 2.3°E, and subsequently decreases to 4.4 Sv at 6°E. Note 
that both eastward velocities and high oxygen concentrations extend below 𝜎!  = 26.2 
(down to the 26.5 isopycnal) at 10°W and 2.3°E, i.e. deeper than the salinity 
maximum of the EUC core which is confined to the upper thermocline (Fig. 4.1d, g). 

At 6°E, salinities exceeding 35.9 and dissolved oxygen concentrations greater 
than 150 μmol kg-1 cover the whole latitude range of the meridional section (between 
1°S to 2.5°N) in the upper thermocline (Fig. 4.1i), in contrast with the EUC that 
remains confined between 1°N and 1°S (Fig. 4.1c). Between 1°N and 2.5°N, high 
salinities are associated with a westward current, which strongly suggests that EUC 
water masses spread poleward and recirculate westward near that longitude. 

 
Fig. 4.1: Meridional sections at 10°W (left column), 2.3°E (central column) and 6°E (right 
column) of zonal (upper, in cm s-1; isotach 0 in bold), salinity (middle) and dissolved oxygen 
(lower, in µmol kg-1) as measured during the EGEE5 cruise in June 2007. Isopycnals 24.5, 26.2, 
26.5 and 26.8 are superimposed in solid white lines. 



At 2.3°E, this extra-equatorial westward recirculation of EUC water masses is 
more clearly identified through the presence of two maxima of salinity (up to 36.2) 
and oxygen (140 μmol kg-1) near 3°S and 3°N, with values comparable with those at 
6°E. Contrary to 6°E, the high salinity cores off the equator are clearly distinct from 
the equatorial salinity maximum related to the EUC core (Fig. 4.1e). The total 
transports of these westward flows within the upper thermocline are 5.5 and 2.0 Sv 
respectively north and south of the equator, leading to a total extra-equatorial 
westward transport of 7.5 Sv in the upper thermocline. These results are comparable 
with the observations made in March 1995 at 3°E by Mercier et al. (2003). 

At 10°W, a westward current is still found in the ther- mocline between 1°S and 
3°S (Fig. 4.1a). This current is still associated with a relative maximum of oxygen (up 
to 120 μmol kg-1), but no longer with a local salinity maximum. However, the 
horizontal distribution of salinity and oxygen in the upper thermocline at 2.3°E and 
10°W around 3°S strongly suggests the continuity of the westward extra-equatorial 
circulations of saline water masses originating from the EUC. 

 
4.3. Seasonal variability of the upper EUC water mass 

We now focus on the time evolution of vertical average of salinity and the zonal 
transport in the upper thermocline (𝜎! = 24.5–26.2 isopycnal range) - i.e. where the 
salinity maximum associated with the EUC core is confined - as observed from all the 
individual Argo profiles available from 2004 to 2012 (Fig. 4.2) and seven cruises 
available from June to November between 2000 and 2007 (Fig. 4.3). 

 
Fig. 4.2: Bi-monthly climatology of mean upper thermocline salinity (shaded color; in PSS) 
from each available Argo profiles in the GG between 2004 and 2012.  

In the GG, the coverage of Argo profiles is sufficient to depict the climatological 
seasonal variability of the mean salinity within the upper thermocline (Fig. 4.2). In 
spite of possible intra-seasonal and inter-annual variability in the data, a robust 
seasonal cycle is observed. From January– February to May–June (Fig. 4.2a–c), the 
upper thermocline is characterized by a tongue of high saline water masses (up to 
36.1 PSS) along the equator (within a ±1.5° latitude band) extending over the whole 



GG. In the eastern GG, these saline water masses progressively spread off the 
equator, and westward along 3°N–S until May–June. During July–August (Fig. 4.2d), 
the mean salinity in the upper thermocline dramatically weakens down to 35.7 PSS 
along the equator, while the extra equatorial maxima of salinity remain present east 
of 0°E. From September– October (Fig. 4.2e–f), the equatorial salinity maximum first 
reforms west of 0°E, before extending again over the whole GG in November–
December (Fig. 4.2), while the extra-equatorial maxima progressively disappear 
during this season. 

 
Fig. 4.3: Zonal transport per 0.5° of latitude (arrows; in Sv) and mean salinity (color; in PSS) in 
the upper thermocline (24.5-26.2 isopycnal layer) during each cruise. 

The seven cruises carried out in the GG between 2000 and 2007 allow us to 
describe the salinity and the associated horizontal transport distribution during the 
summer to fall season. During June 2006 and 2007, the year-to-year distribution of 
salinity and transport presents qualitatively common features (Fig. 4.2a, b), e.g. the 
EUC is observed along the equator from 10°W to 6°E with salinities greater than 
35.9. As described in the previous section, westward recirculations are observed 
north and south of the equator in June 2007 at 2.3°E and north of the equator at 6°E, 
transporting salty waters with comparable salinity values as for the EUC at the 



equator (Fig. 4.2b). A similar recirculation is suggested north of the equator across 
6°E and 2.5°E in June 2006 (Fig. 4.3a), but there is no data for this cruise to confirm 
its existence in the southern hemisphere. During June 2006 and 2007, the salinity 
distribution agrees qualitatively well with the seasonal one given from Argo data (Fig. 
4.2c). 

Nevertheless, during June 2005 and August 2000 (Fig. 4.3c, d), the salinity 
distribution clearly differ from the seasonal picture given from Argo data during May–
June (Fig. 4.2c) and July–August (Fig. 4.2d), whereas the horizontal distribution of 
transports are alike during June 2005 and August 2000. During both cruises, the 
EUC is only present at 10°W, but the associated salinity maximum is weaker than the 
corresponding bi-monthly distribution suggested in Argo data. At 2.3°E (in June 
2005) and 0°E (in August 2000), zonal transports at the equator are weak, even 
westward, suggesting that the upper EUC does not penetrate in the eastern GG 
during these two cruises. In June 2005 at 2.3°E, extra-equatorial salinity maxima are 
weaker than the ones obtained in May–June from Argo data, and associated with 
weak westward transports. In August 2000 at 6°E, weak extra-equatorial salinity 
maxima are observed on both sides of the equator near 3°S and 3°N, associated 
with eastward flows. The June 2005 and August 2000 cruises data strongly suggest 
that interannual variability may strongly modulate the mean seasonal variability 
deduced from Argo measurements. 

In September 2005 and 2007 and November 2006 (Fig. 4.2e–g), the EUC is 
again observed in the upper thermocline with a high salinity signature, in agreement 
with salinity Argo distribution during this year period (Fig. 4.2e, f). In early September 
(2007), the upper EUC does not reach 6°E and salinity is weaker than 35.8 near 0°E 
(Fig. 4.3e). In contrast, in late September (2005), the EUC is present from 10°W to 
6°E, and carries salinity of about 35.9 at 2.3°E and 6°E (Fig. 4.2f). In November 2006 
(Fig. 4.3g), the EUC is associated with salinities greater than 36.0 at 2.3°E. This 
suggests a progressive eastward penetration of the EUC and saline water masses 
along the equator from late boreal summer to mid boreal fall, thus supplying again 
the GG with high salinity waters of subtropical origin. In agreement with Argo data, 
neither salinity maximum nor intense westward recirculations are observed off the 
equator during these three cruises. 

 
4.4. Seasonal variability of the EUC termination in the model 
4.4.1. EUC termination and circulation of saline water masses 

To infer in more details the horizontal structure of the upper thermocline 
circulation in the GG and overview its complete seasonal cycle, we now analyze the 
bi-monthly climatological horizontal distribution of mean salinity and transports within 
the upper thermocline, calculated from the 1993–2007 NEMO simulation (Fig. 4.4). 

From May to November (Fig. 4.4c–f), the seasonal evolutions of zonal transport 
and salinity in the upper thermocline are qualitatively in good agreement with the 
descriptions provided in the previous section: (i) the EUC slightly weakens from May, 
then strongly diminishes and disappears east of 5°E during July–August (Fig. 4.4c–
d). It strengthens in September–October when it is present again until the African 
coast (Fig. 4.4e); (ii) extra-equatorial westward transport are intensified between 2° 



and 3° in both hemispheres from May to July (Fig. 4.4c–d); (iii) a strong salinity 
maximum is present near the equator in May–June (Fig. 4.4c), is largely eroded in 
July–August (Fig. 4.4d) and reappears from the west in September (Fig. 4.4e); (iv) 
extra-equatorial salinity maxima are observed from May to August near 3°N and 3°S 
(Fig. 4.4c, d). These extra-equatorial high salinities are spatially connected to the 
EUC salinity maximum in May–June in the eastern half of the GG (Fig. 4.4c). Then 
they persist in time, despite the disappearance of the EUC salinity maximum in 
boreal summer, until appearing as local salinity maxima near 4°S and 4°N in July–
August. During late summer and fall, the southern salinity maximum slightly moves 
southward, probably advected by the poleward transport (Fig. 4.4d–f). The close 
qualitative agreement between the bi-monthly climatology from the model and the in-
situ observations (Fig. 4.2, Fig. 4.3) confirms that the model is able to reasonably 
reproduce the salient features of the seasonal cycle in the upper thermocline. 

 
Fig. 4.4: Bi-monthly climatology of the transport per unit of latitude/longitude (arrows; scaling 
provided in the bottom/right panel) and mean salinity (shaded color) in the 24.5-26.2 isopycnal 
layer in the model. 

The model outputs allow us also to describe the poorly documented variability 
of the upper EUC termination and salinity from November to May. During this period, 
the upper EUC transports high subtropical saline waters along the equator to the 
eastern GG (Fig. 4.4f,a–c). At the African coast the EUC flow and its associated 
saline waters bifurcate meridionally and progressively reform the extra-equatorial 
maxima between 1.5–3.5°N–S. From January–May, the extra-equatorial westward 
flow in the upper thermocline transports the saline waters masses westward (Fig. 
4.4a–c). 

Note that, in the southern hemisphere a very small poleward transport along the 
African coast is observed in the upper thermocline, amounting to only 0.2 ± 0.6 Sv 
across 5°S between 9°E and the coast. Between May and August, the southward 
export along the African coast is 0.2 Sv while the salinity maximum is eroded in this 
region. This transport along the African coast is even observed to reverse in 
September–November (*0.2 Sv northward), while the salinity is minimum. The 
poleward transport is maximum during the winter (*0.4 Sv in December–February), 



while the salinity re-increases south of the equator along the African coast. Thus, 
although a direct export of EUC water masses along the African coast found in the 
model in the coastal GCUC, as previously suggested by Wacongne and Piton (1992), 
it only represents a very small part of the EUC transport. The EUC recirculates 
primarily in the westward extra-equatorial branches of the SEC. 

 
Fig. 4.5: Time-latitude diagrams of the mean seasonal cycle at 1°E between 5°S-N of a) 𝝈𝜽 = 
26.2 isopycnal depth (in m, black contour interval is 20 m), b) vertically-averaged salinity within 
the upper thermocline (black contour is 36 PSS) and c) zonal transport per unit latitude in the 
upper thermocline (in Sv/1°, black contour is 0 Sv/1°). 

In order to better describe the seasonal evolution of the upper thermocline in 
the GG, we computed the monthly climatology of the depth of the thermocline 
(materialized here by rh = 26.2 isopycnal depth), the vertically-averaged salinity and 
the zonal transport in the upper thermocline in time-latitude diagrams along 1°E in 
the center of the GG (Fig. 4.5). At the equator, the depth of the 𝜎!  = 26.2 and the 
salinity both exhibit two minima during a climatological year, with the salinity lagging 
the 𝜎!  = 26.2 depth by about 1 month (Fig. 4.5a, b). For instance, a first strong 
minimum in the 𝜎!  = 26.2 depth is observed from June–July to September, while it is 
observed from July to October for the salinity. The 𝜎!  = 26.2 depth experiences a 
second weaker minimum in December, leading the second salinity relative minimum 
observed in January (Fig. 4.5a, b). On the other hand, the upper EUC transport 
shows only one minimum in July–August (Fig. 4.5c). 

Off the equator, the 𝜎!  = 26.2 depth is also subject to a semi-annual cycle, with 
a first strong maximum in March– April and a second maximum of weaker amplitude 
in October–November (Fig. 4.5a). In contrast, the extra-equatorial salinity exhibits a 
dominant annual cycle, with minimum values from September to January (Fig. 4.5b). 
At the equator during the late spring, the salinity decreases concomitantly to the 𝜎!  = 
26.2 depth and transport, and leads the more progressive poleward erosion of the 
salinity maxima. Off the equator, from December until the following summer, the 
salinity maxima are reformed around 2.5°N–S, concomitantly to the deepening of the 
𝜎!  = 26.2 depth and the increase of the westward transports (Fig. 4.5a–c). 



The cycle of these three quantities suggests different processes for the boreal 
summer erosion of the salinity maxima in the GG. At the equator, the strong 
shallowing of the upper thermocline may contribute to bring its waters near the 
surface and to increase the vertical shear between the EUC and the surface 
westward SEC, leading to an enhanced mixing with the surface fresher waters. On 
the other hand, the dramatic weakening of the EUC transport, starting in late boreal 
spring, interrupts the supply of saline waters toward the GG. In order to get more 
insight into the contribution of both advection and mixing in the erosion of saline 
water, we have computed, in the next section, the seasonal salinity budget in the 
upper thermocline of the eastern GG. 

 
4.4.2. Seasonal box-averaged salinity budget in the upper thermocline 

In order to quantify the role of the ocean circulation (i.e. upper EUC and extra-
equatorial recirculation) for the seasonal salinity budget of the upper thermocline, the 
eastern GG (between 4°W and the African coast) has been decomposed into 3 
boxes (Fig. 4.6): an equatorial box (box 1) between 1.5°S and 1.5°N to represent the 
upper EUC contribution, a northern box (box 2) between 1.5°N to 5°N and a southern 
box (box 3) between 1.5°S and 5°S to represent the contributions of the extra-
equatorial recirculations on both sides of the equator. 

To facilitate the comparison with Fig. 4.4, we define the mean upper 
thermocline salinity 𝑆! inside each box as: 

 
where 𝜈 is the total volume of the upper thermocline inside the box. 

 
and S(x,y,z,t) is the local salinity at each grid point, yS and yN the latitudes of the 
southern and northern limits of the box, xW and xE the longitudes of the western and 
eastern limits of the box, and h1(x,y,z,t) and h2(x,y,z,t) the depths of the 𝜎!  = 24.5 
and 𝜎!  = 26.2 isopycnals which delimit the upper thermocline. 

The salinity budget applied to 𝑆!  writes: 

 



where u and v are the zonal and meridional components of the velocity. The bracket 
operator denotes the horizontal average over the box: . =    .𝑑𝑥𝑑𝑦!!

!!
!!
!!

. Finally, 𝑤!! 

and  𝑤!! are the diapycnal velocities across the 𝜎! = 24.5 and 𝜎! = 26.2 surfaces 
defined as: 

  
where 𝑖 = {1, 2}  denotes the 𝜎! =24.5 and 𝜎! =26.2 surfaces and 𝑤!!  is the local 
vertical velocity at depth ℎ!. The salinity budget (3) is computed offline from the 5-day 
outputs of the model. In this section, we will only present the monthly climatology of 
each term of Eq. (3) for the different boxes.  

The lhs term of Eq. (3) represents the rate of change of the mean upper 
thermocline salinity inside the box (in PSS month-1). The first and second rhs terms 
represent the zonal and meridional divergence of salinity flux in the box. The third 
and fourth rhs terms represents the cross-isopycnal advective flux of salinity; and 
Res is the residual term induced by the vertical and horizontal diffusivity, and all 
nonlinear processes that are filtered out in the 5-day outputs of the model. Note, in 
particular, that the contributions of the intra-seasonal variability, that is known to be 
important near the equator in the GG (e.g.: Athie and Marin (2008) Coëtlogon et al. 
(2010); Han et al. (2008a); Jouanno et al. (2013)), to the meridional eddy fluxes 
(Coëtlogon et al. 2010; Peter et al. 2006) or to the vertical turbulent mixing above the 
EUC (Jouanno et al. 2013), cannot be estimated correctly from the 5-day outputs of 
the model and will thus be included in the residual term. 

In Box 1 (Fig. 4.6a), the salinity change rate reveals two maxima/minima during 
a climatological year (Fig. 4.6a, red curve) with a first strongest minimum in June–
July (-0.08 PSS month-1) and a second weaker in December (-0.01 PSS month-1). 
This agrees with the seasonal evolution of the equatorial salinity maximum in the 
upper thermocline depicted in the previous sections (see Fig. 4.4, Fig. 4.5). From 
September to May, the zonal advection of the salinity (Fig. 4.6a, solid blue curve), 
mainly due to the zonal divergence in the EUC salinity flux, explains the largest part 
of this semi-annual cycle. It is partly compensated by the meridional recirculation of 
EUC salinity in the eastern GG (dashed blue curve). The weakening of the EUC 
zonal salinity flux and the enhancement of the meridional divergence of the salinity 
flux contributes to about 25 % of the salinity loss in June–July, during which the 
residual term (Fig. 4.6a, solid and dashed black curve) dominates the salinity budget. 
This suggests that the erosion of the salinity maximum in the EUC core during the 
cold tongue season is mainly due to enhanced mixing. Note the significant 
contribution, in April–June, of the diapycnal advective salinity flux mainly through the 
𝜎! = 24.5 surface, that acts to increase salinity and largely compensate the residual 
term during boreal spring. 

The salinity budget in the northern Box 2 is depicted in Fig. 4.6b. In contrast 
with the equatorial Box 1, the salinity change rate (Fig. 4.6b, red curve) presents a 
predominant annual cycle characterized by a salinity increase from October to April 
(maximum 0.02 PSS month-1), and a salinity decrease from May to October 
(minimum -0.04 PSS month-1). During the winter–spring season, the salinity increase 



is mainly explained by the meridional advection of salinity into the box (Fig. 4.6b, 
dashed blue curve), while during the boreal late spring and summer, the loss is 
mainly explained by the residual term (Fig. 4.6b, dashed black curve), i.e. mixing. 
The diapycnal flux of salt remains negligible throughout the year (Fig. 4.6b, green 
curve). 

 
Fig. 4.6: Seasonal box-averaged salinity budget (in PSS month-1) within the 𝝈𝜽 = 24.5–26.2 
layer in the equatorial box 1 (a), the northern box 2 (b) and the southern box 3 (c), as defined in 
each subfigure mini-map. The box-averaged salinity budget is decomposed in the salinity 
change rate (red), zonal (solid blue) and meridional (dashed blue) salinity divergence, the 
salinity divergence due to diapycnal velocities (green) and the residual terms with its 
uncertainty (black) 

In the southern Box 3 (Fig. 4.6c) as for the northern box 2, the salinity change 
rate (Fig. 4.6c, red curve) shows a dominant annual cycle with a freshening from May 
to October (minimum -0.03 PSS month-1), and an increase of salinity from September 
to April (maximum 0.02 PSS month-1), i.e. in phase with the northern and equatorial 
boxes. The meridional advection of salinity (dashed blue curve) from the EUC 
recirculation explains the salinity increase from October to April as for the two other 
boxes. In contrast, from August to October, the meridional advection of salinity 
across 5°S is the main contributor to the freshening. This freshening can be 
explained by the southward displacement, in late summer and fall, of the southern 
salinity maximum, that is observed in the south–eastern part of the GG around 4–6°S 
in Fig. 4.4d, e. The residual term only contributes from April to August, participating 
to the erosion of the salinity maximum in boreal summer, and is partly compensated 
by the cross-isopycnal advective flux. 



In summary, the strong diminution of salinity noticed during the late spring and 
summer in the equatorial box 1 is firstly explained by the residual term. This term 
represents the vertical and horizontal mixing that contributes to the bulk of erosion in 
the upper equatorial thermocline (about 75 %), plus the possible effect of meridional 
eddy flux due to intra- seasonal variability. The dramatic weakening of the salinity 
advection by the EUC at 4°W contributes also to about 25 % of the diminution of 
equatorial salinity. In the extra-equatorial boxes, the mixing term appears also to play 
a dominant role in eroding the salinity maxima during the late spring and summer, 
while meridional advection acts to supply extra-equatorial maxima of salinity with 
saline waters from the EUC in winter and spring. It is also interesting to note the 
north–south asymmetry during the erosion of extra-equatorial salinity maxima: north 
of the equator, the salinity erosion is mainly due to mixing, while south of the equator 
the salinity maximum is first partially eroded by mixing (between May-July) then 
advected southward. 

 
4.4.3. Role of equatorial zonal wind 

In this section, we diagnose the potential mechanisms that could explain the 
dominant role of the mixing in the seasonal variability of the EUC termination and 
associated salinity maximum erosion in the eastern GG from the model. As shown by 
several previous studies (e.g., Arhan et al. (2006); Ding et al. (2009); Hormann and 
Brandt (2007); Jouanno et al. (2011a); Katz (1984); 
Kolodziejczyk et al. (2009); Verstraete (1992)), the 
equatorial zonal wind forcing plays a leading role by 
driving the surface current and the seasonal baroclinic 
adjustment of the upper eastern equatorial Atlantic, i.e. 
by strengthening the vertical shear between the surface 
and subsurface currents.  

Fig. 4.7 presents the seasonal variability of the 
zonal wind stress (averaged between 1.5°S–N) along the 
equator. East of 30°W, it shows a seasonal cycle with 
two maxima/ minima, which acts to seasonally increase 
(from May to August and from October to January) and 
decrease (from January to April and from August to 
October) the permanent Easterlies west of 10°W. In the 
GG, between 5°W and 5°E, this semi-annual cycle leads 
to a seasonal reversal of the zonal wind stress between 
5°W and 5°E, with strongest Easterlies in May–June 
and strongest Westerlies in September, and secondary 
extrema of zonal wind stress anomalies in November 
(weak Easterlies) and January– February (weak 
Westerlies). Note the phase lag between the semi-
annual cycles west of 10°W and east of 10°W. 

We now discuss the seasonal cycle of the EUC 
and its associated saline waters in the light of the 

Fig. 4.7: Longitude-time 
diagram of the mean 
seasonal anomaly of the 
zonal wind stress (colors) 
and total mean zonal wind 
stress (contours) averaged 
between 1.5°S–N and 
between 45°W and 10°E 
computed from 1993–2007 
DFS wind forcing dataset. 
Unit is N m-2 



seasonal variability of the equatorial zonal wind and the surface currents. Fig. 4.8  
depicts the mean seasonal cycle for the surface zonal currents and upper 
thermocline depth - materialized by the 𝜎! = 26.2 isopycnal depth (first column; Fig. 
4.8  a, e, i), the vertically-averaged zonal velocities (second column; Fig. 4.8  b, f, j) 
and salinity (third column Fig. 4.8  c, g, k) in the upper thermocline, and the vertical 
shear of zonal velocities computed from the surface current and the upper 
thermocline vertically-averaged velocities (last column; Fig. 4.8 d, h, l). 

At the equator, the semi-annual cycle of the zonal wind stress forces a semi-
annual cycle of the zonal current at the surface, that manifests by a westward 
intensification in boreal spring–summer and during November, and an eastward 
reversal during early fall and winter (Fig. 4.8e; color shading). The seasonal 
variability of the upper thermocline depth anomalies also presents a semi-annual 
cycle in quadrature (3-month phase lag) with the semi-annual cycle of the surface 
current (Fig. 4.8 e). This lag is characteristic of the linear basin mode adjustment to 
the semi- annual cycle of the equatorial wind stress described in Cane and Moore 
(1981) or Ding et al. (2009). During the late spring–summer and November–
December periods, the intensification of the surface currents and the shallowing of 
the upper thermocline are concomitant with the erosion of the EUC velocity and its 
associated salinity maximum (Fig. 4.8 f, g). Hence, as the surface current increases 
and the thermocline heaves up, the vertical shear between the EUC and the surface 
current is strongly enhanced at the equator (Fig. 4.8h). 

 
Fig. 4.8: Longitude-time diagrams of mean seasonal cycle of (a) the surface zonal velocities 
(in m s-1) and the seasonal anomaly of the 𝝈𝜽 = 26.2 depth (in m; CI = 5 m; positive anomalies 
are in solid line); (b) the EUC mean velocities in the upper thermocline (in m s-1); (c) mean 
salinity in the upper thermocline (in PSS); and d the mean vertical shear (in s-2) between the 
upper thermocline and the surface averaged between 1.5°N–5°N. The white line at 4°W 
materializes the western boundary of the boxes in Fig. 10. (e–h) same as (a–d), but between 
1.5°S–N. (i–l): same as (a–d), but between 5°s-1.5°S. The dashed black lines represent the 
characteristics of the propagation speed respectively for a Kelvin wave of the first (2.14 m s-1), 
second (1.24 m s-1) and third (0.86 m s-1) baroclinic modes (e); and for long Rossby waves of 
the first (0.71 m s-1), second (0.41 m s-1) and third (0.29 m s-1) baroclinic modes (in a and i) 



North and south of the equator, the upper thermocline depth anomalies (Fig. 
4.8a, i) show a seasonal cycle associated with a more marked annual component 
than at the equator (Fig. 4.8e). In the southern hemisphere, the surface zonal 
velocities exhibit a semi-annual cycle comparable with those along the equator (Fig. 
4.8e, i), while in the northern part of the GG, the currents are mostly eastward with a 
more marked annual cycle (Fig. 4.8a). The upper thermocline depth anomalies 
exhibit a westward propagation visible in Fig. 4.8 a and i, that is slower in the 
southern hemisphere (between second and third baroclinic mode) than in the 
northern hemisphere (less than the first baroclinic mode). In the upper thermocline 
layer, the currents are westward on both sides of the EUC and exhibit a weak 
variability (Fig. 4.8b, j), while the salinity experiences a dominant annual cycle with a 
weakening from late spring to winter (Fig. 4.8c, k). In the southern hemisphere, the 
vertical shear of the zonal velocities is enhanced following a semi-annual cycle that is 
in phase, though of lesser amplitude, with the one at the equator (Fig. 4.8 l, h). In 
contrast, in the northern hemisphere, the vertical shear is intensified during the 
westward intensification of the surface currents during the late winter and summer 
(Fig. 4.8d). 

At the equator, these diagnostics suggest that the salinity maximum in the 
eastern GG is supplied by the EUC, and that the salinity content and the EUC are 
subject to the same seasonality. In the surface layer above the EUC, the semi-annual 
cycle of the SEC is associated with the basin adjustment of a second baroclinic basin 
mode to the semi- annual cycle of the equatorial zonal wind (Ding et al. 2009). This 
adjustment manifests by the acceleration of the SEC between 5°N–S due to the 
propagation of westward Rossby waves from the eastern boundary of the GG, that 
transport the saline water masses westward on the both flanks of the EUC during the 
boreal late spring. The adjustment is compatible with the propagation velocities 
observed at the equator and in the southern hemisphere, but not in the northern 
hemisphere. This discrepancy is probably due to the effects of the northern coast in 
the GG that dramatically modifies the meridional structure of the equatorial waves 
(Cane and Sarachik 1983). During the late boreal spring and summer, the 
intensification of the westward equatorial wind accelerates the SEC at the surface 
and heaves the thermocline up at depth. The upper thermocline is pinched off and 
the EUC saline water masses are simultaneously eroded. It results that no more 
saline waters can be advected in the eastern GG and recirculate in the extra-
equatorial branches. The decrease of EUC transport, along with the erosion of its 
associated salinity maximum, can thus be explained by the vertical mixing induced by 
the stronger vertical shear between the surface and upper thermocline currents 
during boreal spring and fall, in agreement with results by Jouanno et al. (2011a). 

 
4.5. Discussion and conclusion 

This study describes in a first part the time evolution of EUC water masses 
during boreal summer in the eastern equatorial Atlantic from a new set of in situ 
observations including both currents and salinity measurements. It provides strong 
observational evidence of the existence of an intense seasonal variability of the 
circulation and salinity in the upper thermocline in the GG from boreal late spring to 



fall. The more striking signature of this variability is the presence of westward extra-
equatorial recirculations of EUC water masses in late boreal spring (early summer) 
and the absence of a direct supply of EUC saline water masses from the west in mid 
and late summer. This is due to (i) the progressive weakening of the upper 
thermocline EUC in the GG in boreal summer, and (ii) the concomitant erosion of the 
salinity maximum west of the GG induced by the outcropping of the thermocline in 
the mixed layer (Verstraete 1992) and/or by enhanced vertical diffusion in the surface 
layer (Gouriou and Reverdin 1992; Jouanno et al. 2011b). All seven cruises and Argo 
observations used in this study support this seasonal cycle. Some observed 
differences between repeated sections however suggest some inter-annual and/or 
intra-seasonal variability (Marin et al. 2009). 

In situ cruises observations used in this study were mostly collected between 
June and November, thus preventing us from analyzing the complete seasonal cycle 
of the upper thermocline circulation. Therefore, in order to study the complete 
seasonal variability of the termination of the EUC and the fate of associated saline 
waters in the GG, we used validated NEMO model outputs from 1993 to 2007 and 
compared them with the repeated cruises sections, as previously done at 10°W by 
Kolodziejczyk et al. (2009). 

Simulations of the upper layers of the eastern equatorial Atlantic Ocean are 
known to be strongly sensitive to the parameterization of the vertical mixing (Blanke 
and Delecluse 1993; Pacanowski and Philander 1981; Wacongne 1989). Considering 
the high sensitivity of the EUC properties to the vertical viscosity in the models 
(Böning and Kröger 2005), vertical mixing is suspected to be responsible for the bias 
in salinity observed in the upper thermocline in the model, and the discrepancy of the 
stratification and EUC strength reported in the model validation section. However, in 
boreal summer the model is qualitatively consistent with the variability observed in 
our data set but also in several previous observations in the region (Bourlès et al. 
2002; Gouriou and Reverdin 1992; Hisard and Morlière 1973; Mercier et al. 2003; 
Verstraete 1992), thus confirming the seasonal cycle suggested by the sparse 
observations. 

The analysis of the mean seasonal variability of the upper thermocline has 
established a robust seasonal cycle. The model allowed us to quantify the seasonal 
salinity budget in the upper thermocline in the eastern GG. It appears first that the 
amount of saline waters in the upper thermocline of the GG is strongly dependent of 
the upper EUC transport that contributes to feed the eastern GG and extra-equatorial 
salinity maxima, mainly during the boreal spring. Such a feature is consistent with the 
earlier observations made in 1995 by Mercier et al. (2003). A direct poleward 
recirculation of the EUC water masses along the African Coast in the coastal GCUC 
was suggested by Wacongne and Piton (1992). Our observations do not allow to 
sample the GCUC which remains poorly documented in the literature (Wacongne 
and Piton 1992). The existence of such an along-coast EUC continuation is also 
suggested in the model. However, it only exports about 0.2 ± 0.6 Sv of upper 
thermocline water masses southward, which represents only a very small part of the 
EUC transport. 



From May to September, the upper EUC transport in the west of the GG is 
minimum in the model and advects no more saline water masses into the GG, as 
suggested by previous observations (Gouriou and Reverdin 1992; Kolodziejczyk et 
al. 2009). West of 10°W, Jouanno et al. (2011a, b, 2013) demonstrated that the 
enhancement of vertical mixing during this season strongly contributes to the cooling 
of the subsurface temperature at the upper bound of the EUC. In the GG, Da-Allada 
et al. (2014) have recently shown from a numerical study an increase of the mixed 
layer salinity during boreal late spring and summer. This increase results from the 
dominance of the vertical diffusion of subsurface saline waters over they freshwater 
surface advection originating from river run off in the eastern GG during this period. 
Our study suggests that the intensified vertical mixing also contributes to erode the 
upper EUC and its salinity maximum not only west of 10°W, thus explaining the 
reduction of the saline waters advected in the eastern GG, but also in the GG 
between 4°S and 4°N to locally entrain waters from the upper EUC into the surface 
mixed layer. The vertical mixing may contribute to the progressive erosion of the 
equatorial and extra-equatorial maxima of salinity during boreal summer, in 
agreement with the enhancement of our residual term of salinity (loss) during this 
season. However, in the GG, the local vertical mixing may be not the unique 
mechanism responsible for the seasonal erosion of salinity, and our results indeed 
indicate that the contribution of horizontal advection to the seasonal cycle is also 
important, in particular during the second part of the year (Fig. 4.5). Though the 
vertical mixing is not as strong in the eastern as in the western GG, it remains a 
dominant contributor to the mixed layer heat budget (Jouanno et al. 2011a, b; Da-
Allada et al. 2014, Berger et al. 2014) and to the upper salinity budget (Da-Allada et 
al. 2013). In the GG, the contribution of vertical mixing to the salinity budget in the 
eastern GG can also be distant, through the advection of less saline waters that have 
been previously freshened through turbulent vertical mixing by surface waters in the 
west (between 20°W and 0°E). In the easternmost part of the GG, the strong surface 
desalinization due to the rivers’ runoff is likely to also play a significant role in the 
dynamical and salinity balance of the upper GG (Hisard 1973; Jouanno et al. 2011a; 
Da-Allada et al. 2013). Following model results from Berger et al. (2014), the lateral 
mixing and eddy diffusivity could also play a significant role in eroding the EUC and 
extra-equatorial salinity maximum. Finally, some intra-seasonal features like the 15-
day variability observed near the equator in the GG (Athie and Marin 2008; 
Coëtlogon et al. 2010; Jouanno et al. 2013), could contribute to the erosion of salt 
during boreal summer. 

From boreal fall to winter, the EUC appears to reinforce in the upper 
thermocline, bringing back saline water masses into the eastern GG, which 
progressively spreads along the coast in the equatorial band and supplies again the 
extra-equatorial salinity maxima. During December-January, the salinity and upper 
thermocline are slightly eroded. This is reminiscent to the reinforcement of the 
surface current and of the second weaker upwelling that is present from November to 
January in the central and eastern equatorial Atlantic, as suggested by Arhan et al. 
(2006), Okumura and Xie (2006), Ding et al. (2009) or Jouanno et al. (2011a). 



Ding et al. (2009) have studied the seasonal cycle of the sea surface height 
(SSH) and surface currents in equatorial Atlantic. They have shown that the 
thermocline and surface currents adjust to the semi-annual cycle of the zonal wind 
over the Atlantic basin. The reinforcement of the wind during boreal spring and fall 
induces the semi-annual intensification of the surface currents and of the thermo- 
cline upwelling in the GG that is in return enhanced by a semi-annual basin mode. 
Some other studies (e.g., Houghton 1983; Hormann and Brandt 2007; Ding et al. 
2009) have linked the seasonal variability in the upper ocean in the GG to a basin 
scale adjustment to the seasonal variations in easterlies. This equatorial adjustment 
manifests in late boreal spring by the propagation of an upwelling Kelvin wave that 
reflects into equatorial Rossby waves at the African coast (Ding et al. 2009; Philander 
and Pacanowski 1986). The semi-annual reinforcement of the surface currents plays 
a key role in the enhancement of turbulent mixing that erodes the upper EUC in the 
central Atlantic (Jouanno et al. 2011a). 

An important aspect of the variability of the termination of the EUC in the GG is 
the fate of its saline water masses of subtropical origin involved in the larger 
meridional circulation of STC and TC (e.g., Blanke et al. (2002); Hazeleger and de 
Vries (2003); Molinari et al. (2003); Snowden and Molinari (2003); Wang (2005); 
Zhang et al. (2003)). The seasonal variability of the EUC termination and associated 
salinity maximum inferred from both the observations and the model reveals slightly 
different features than the STC mean circulation picture. During the first part of the 
year, the EUC water masses rather appears to join the eastern boundary of the 
equatorial Atlantic and to recirculate off the equator within the upper thermocline, 
without any contact with the surface. During boreal spring and summer, and 
November–December, the erosion of the upper EUC termination and saline waters is 
strongly associated with the upwelling intensity through vertical advection and mixing. 
The exact contribution of this seasonal cycle for the mean view of the STC would 
require further analysis. 
  



5 Mean meridional currents in the central and eastern equatorial Atlantic 
 
Authors:  R.C. Perez, V. Hormann, R. Lumpkin, P. Brandt, W.E. Johns, F. 

Hernandez, C. Schmid, B. Bourlès 
 

Since the late 1990s, several major field programs have been initiated to 
monitor the circulation, hydrography, and air-sea fluxes in the central and eastern 
equatorial Atlantic with moored arrays (e.g., Bourles et al. (2008)). Concurrent with 
these field programs, a large number of cross-equatorial cruises have been 
conducted primarily along 23ºW and 10ºW to survey zonal and meridional currents 
with shipboard and lowered acoustic Doppler current profilers (ADCPs) as well as 
temperature, salinity, and dissolved oxygen. These cruises were also used to 
opportunistically deploy satellite-tracked drifting buoys (hereafter “drifters”) and Argo 
floats. With these measurements, as well as data collected by earlier programs such 
as the Seasonal Response of the Equatorial Atlantic (SEQUAL) and Programme 
Française Océan-Climat en Atlantique Equatorial (FOCAL) programs, much has 
been learned about the mean cross-equatorial structure and seasonal-to-interannual 
variability of zonal currents, temperature, salinity, and dissolved oxygen in the upper 
water column in the central and eastern equatorial Atlantic (e.g., Garzoli (1987); 
Grodsky et al. (2005); Brandt et al. (2006); Brandt et al. (2008); Brandt et al. (2010); 
Hormann and Brandt (2007); Hormann and Brandt (2009); Bunge et al. (2007); 
Kolodziejczyk et al. (2009); Hummels et al. (2013)), but the meridional currents have 
yet to be examined. 

Based on previous analytical and numerical modeling studies (e.g., McCreary 
and Lu (1994); Liu et al. (1994); Malanotte-Rizzoli et al. (2000); Hazeleger et al. 
(2003); Schott et al. (2004); Lohmann and Latif (2007)) and observations collected in 
the tropical Atlantic between 40ºW and 30ºW (e.g., Molinari et al. (2003)), it is 
expected that the mean cross-equatorial structure of the meridional currents along 
23ºW and 10ºW will be governed by shallow overturning circulation cells known as 
tropical cells (TCs) which appear as near-surface, near-equatorial maxima of the 
much larger subtropical cells. The TCs are confined to the upper 100 m of the water 
column, and are characterized by wind-driven equatorial upwelling, poleward wind-
driven flow in the surface limb, off-equatorial downwelling at about ±3-5º latitude, and 
equatorward geostrophic flow in the subsurface limb. However, this simple depiction 
of the flow is complicated by the presence of strong fronts bounding the seasonal 
equatorial Atlantic cold tongue, which exhibit large undulations due to tropical 
instability waves (TIWs; e.g., Duing et al. (1975); Steger and Carton (1991); Hormann 
et al. (2013)). The cold tongue and TIWs are typically most pronounced in boreal 
summer associated with increased southeasterly trade winds and enhancement of 
the shear between the equatorial zonal currents (e.g., Legeckis and Reverdin (1987); 
Steger and Carton 1991; Grodsky et al. (2005); Brandt et al. (2011a); Perez et al. 
(2012); Hormann et al. 2013). During this time of year, large meridional velocity 
fluctuations associated with TIWs can be seen in shipboard sections collected along 
23ºW and 10ºW. Because the equatorial Atlantic circulation from the surface down to 
the thermocline is so profoundly influenced by westward propagating TIWs and other 



mesoscale phenomena (e.g., Düing et al. 1975; Weisberg and Weingartner (1988); 
Menkes et al. (2002); Foltz et al. (2004); Grodsky et al. 2005; Bunge et al. 2007; 
Dutrieux et al. (2008); von Schuckmann et al. (2008); Jouanno et al. (2013)), to date 
in situ current measurements have been insufficient to estimate the much smaller (on 
the order of 10 cm s-1) mean meridional currents or their seasonal variations. 

Recent studies suggest that meridional currents play an important role in 
Atlantic meridional mode dynamics by advecting wind-driven warm ocean 
temperature anomalies induced immediately north of the equator towards the 
equatorial region and leading to so-called non-canonical Atlantic Niño events in 
boreal summer and fall (Lübbecke (2013); Richter et al. (2013)). During these non-
canonical Atlantic Niño events, equatorial warming by meridional advection was 
found to be most pronounced in boreal summer between 20 m and 40 m depth 
(Richter et al. 2013). Meridional currents may similarly contribute to anomalous 
cooling events in the tropical Atlantic, such as the strong cooling observed in the 
ATL3 region (i.e., 20ºW - 0º, 3ºS - 3ºN) from May to July 2009 (Foltz et al. (2012); 
Brandt et al. (2014)) by advecting subsurface cold temperature anomalies induced in 
the northern hemisphere.  

In this study, measurements collected primarily along 23ºW and 10ºW during 
the past two decades are used for the first time to describe: (1) the long-term mean 
cross-equatorial and vertical structure of the meridional currents in the central and 
eastern equatorial Atlantic, and (2) the seasonal means during the months December 
to May (hereafter Dec-May) when the Atlantic cold tongue is absent or weak and 
June to November (hereafter Jun-Nov) when the cold tongue is most pronounced 
and meridional velocity may play a role in the development of non-canonical Atlantic 
Niño events. 

5.1 Data sets, reanalysis products, and methods 
5.1.1. Shipboard data 

Shipboard data were obtained during March 1996 to August 2011 from 36 
latitude-depth transects in the central (between 22ºW and 29ºW, nominally 23ºW) 
and 19 transects in the eastern (10ºW) equatorial Atlantic (Fig. 1b). Most of these 
sections are presented in Brandt et al. (2006); Brandt et al. (2010) and Kolodziejczyk 
et al. (2009), and additional sections are available from recent Prediction and 
Research Moored Array in the Tropical Atlantic (PIRATA) Northeast Extension (PNE; 
cf. Hormann et al. 2013) and Tropical Atlantic Circulation Experiment - Equatorial 
Undercurrent (TACE-EUC; cf. Subramaniam et al. (2013)) cruises. The individual 
transects resolve the flow from the near surface (typically 30 m) down to some 
intermediate depth (250 m or deeper). Uncertainties of hourly shipboard ADCP 
(SADCP) averages were estimated to be better than 2-4 cm s-1 (Fischer et al. 2003) 
while the accuracy of lowered ADCP (LADCP) data was assumed to be better than 5 
cm s-1 (Visbeck 2002). Despite the larger LADCP uncertainty, we retain these data 
as calibrated SADCP measurements were not available for three January sections 
along 23ºW which represent the only realizations for this month. When both LADCP 
and SADCP measurements are available, the current data are merged with respect 
to the higher accuracy and better horizontal resolution of the SADCP measurements 



– SADCP measurements are weighted up to five times more strongly than LADCP 
measurements. The merged data are mapped onto a uniform 0.05º latitude by 10 m 
depth grid using a Gaussian interpolation scheme with horizontal and vertical cutoff 
radii of twice the grid resolution (see Brandt et al. 2010 for details). Calibrated 
hydrographic parameters (temperature, salinity, and dissolved oxygen) are not 
available for all of the cruises along 23°W and 10°W. Hence, the ship-based ADCP 
measurements were merged and averaged in depth coordinates rather than 
isopycnal coordinates (e.g., Johnson et al. (2002)).  

Although shipboard sections have been collected during all four seasons, there 
are seasonal sampling biases with the majority of samples collected during boreal 
spring along 23°W and during boreal summer along 10°W. Despite these seasonal 
biases, the samples along 23°W are distributed in such a way that they can be 
partitioned fairly evenly into boreal winter and spring (21 samples during Dec-May) 
and summer and fall (15 samples during Jun-Nov).  There are too few samples to 
perform a similar meaningful seasonal breakdown along 10°W. With the exception of 
June 2006 when multiple sections were collected in one month, individual cruises 
typically occur several months apart from one another, and we assume that each 
section represents an independent sample.  The presence of TIWs, which have 
periodicities of 14 to 50 days and O(1000 km) zonal wavelengths (e.g., Legeckis 
(1977); Qiao and Weisberg (1995); Athie and Marin (2008)), allows us to assume that 
the meridional velocity sections collected in June 2006 are also independent of one 
another.  

 
5.1.2. Drifter and Argo data 

As the currents above 30 m are not well resolved by the ship-based ADCP 
instruments, velocity measurements obtained from satellite-tracked drifters collected 
in the region bounded by 30ºW - 8ºW, 20ºS - 20ºN and spanning the period July 9, 
1992 to June 30, 2012, as well as near-surface velocities constructed from Argo float 
surface trajectories from July 29, 1997 to May 7, 2013 with the YoMaHa’07 dataset, 
are used to estimate the mean near-surface currents. Following Lumpkin et al. 
(2013), an improved technique was used to distinguish drifters that have their drogue 
attached and follow the ocean currents at 15 m depth with relatively small wind slip 
from those which have lost their drogue, follow currents nearer the ocean surface, 
and are subject to larger wind slip. Because of the strong near-surface zonal currents 
and divergent meridional currents in the equatorial Atlantic, drifters do not typically 
remain in the region they were deployed and the total number of drifter 
measurements close to the equator tends to be significantly smaller than the number 
of measurements a few degrees poleward of the equator. Thus, simply removing the 
undrogued drifters from the dataset collected in the tropical Atlantic limits the ability 
to produce a robust estimate of the mean near-surface currents in this region. While 
at the surface, the Argo floats essentially behave as an undrogued drifter albeit with 
different wind-slip characteristics, and utilization of the YoMaHa’07 dataset allows for 
an additional increase in the number of near-surface velocity measurements between 
30°W to 8°W and 5°S and 5°N. The Argo float surface drifts, undrogued drifters, and 



drogued drifters represent 9%, 24%, and 68%, respectively, of the total drift 
measurements in that region. 

We have applied a wind-slip correction to both drogued and undrogued drifter as 
well as Argo float near-surface velocity measurements (Niiler and Paduan 1995; 
Pazan and Niiler 2001) to combine these three types of measurements and estimate 
the mean 15-m currents in the central and eastern equatorial Atlantic. This corrected 
velocity can be expressed as: 

ucorrected = uuncorrected – A Wx 
vcorrected = vuncorrected – A Wy, 

where Wx and Wy are the zonal and meridional component of wind velocity (in units 
of m s-1) from NCEP/NCAR Reanalysis v.2 6-hourly winds and the coefficient A = 7 × 
10-4 for drogued drifters and A = 1.64 × 10-2 for undrogued drifters. The coefficient for 
drogued drifters is the same value as used in Niiler and Paduan (1995). However, the 
undrogued-drifter coefficient was increased from the Pazan and Niiler (2001) value, A 
= 8.6 × 10-3, to remove a significant westward bias found in the corrected undrogued 
zonal velocity relative to the corrected drogued zonal velocity in the central and 
eastern equatorial Atlantic. The coefficient for the Argo float surface drifts, A = 1.14 × 
10-2, is very similar to the undrogued value. 

To produce mean velocity estimates along 23°W and 10°W at every 0.5° 
latitude, the slip corrected drifter and Argo data are grouped into 10° (at 23°W) and 
4° (at 10°W) longitudinal bins and 1° latitudinal bins. These different longitudinal 
windows were chosen (1) to ensure sufficient samples (N > 539 drifter-Argo days 
including 69 float days at 23°W, N > 120 drifter-Argo days including 10 float days at 
10°W) along both sections between 5°S and 5°N, and (2) to mirror the larger (7°) 
spread in longitudes for the cruises conducted primarily along 23°W. Within those 
bins, the observations are treated as time series that are fit via least-squares 
regression to a model composed of a time-mean value, annual and semiannual 
harmonics, and linear trends corresponding to the longitudinal and latitudinal 
distance from the bin center. This minimizes the influence of seasonal and spatial 
sampling biases on the combined drifter and Argo mean velocity estimates within 
each bin. 

Constant vertical shear is assumed in the upper 30 m to linearly extrapolate the 
long-term mean ship-based ADCP velocity (section 5.1.1) upwards to the surface 
(similar to Brandt et al. (2006) and subsequent studies). This constant shear is set by 
the vertical gradients between the 30-m mean ADCP and the 15-m mean drifter-Argo 
velocities, and the resulting volume transport in the upper 30 m is equivalent to the 
volume transport by a well-mixed surface layer with flow in the upper 30 m given by 
the 15-m mean drifter-Argo velocity (i.e., zero shear). The resulting mean meridional 
velocity sections will hereafter be referred to as “ADCP+D”.  
 
5.1.3. OSCAR product 

Additionally, the long-term mean ship-based ADCP velocity is vertically 
extrapolated to the surface using the publically-available Ocean Surface Current 
Analysis Real time (OSCAR) product (e.g., Bonjean and Lagerloef (2002)) often used 



to study the tropical Atlantic circulation (e.g., Da-Allada et al. (2013); Helber et al. 
(2007)). OSCAR provides an independent estimate of the depth-averaged velocity in 
the upper 30 m of the water column computed from remotely sensed sea surface 
height (SSH), surface winds, sea surface temperature (SST), and mean dynamic 
height topography using Ekman, geostrophic, and Stommel shear dynamics. For this 
study, we use the (spatially filtered) 1º gridded OSCAR product from January 1, 1993 
to December 31, 2011, which is available as 5-day averages. The mean ship-based 
ADCP velocity is then extrapolated to the surface in the same manner as for the 
combined drifter and Argo data, that is assuming constant vertical shear between the 
30-m mean ADCP and the mean OSCAR velocities - hereafter referred to as 
“ADCP+O”. This provides a means to examine the differences in the mean cross-
equatorial and vertical stucture of meridional velocity that result from applying a 
different near-surface velocity product. 
 
5.1.4. Moored current observations 

Independent current observations from moored ADCPs in the central and eastern 
equatorial Atlantic are also used to evaluate the mean ADCP+D currents in the upper 
300 m of the water column. Moored ADCP velocity measurements are available 
along 23°W at 2°S, 0.75°S, 0°, 0.75°N, and 2°N, as well as along 10°W at 0.75°S, 0°, 
and 0.75°N as daily or 12-hourly averages. The moored ADCP measurements 
resolve the currents from 15 m (only at equatorial moorings) to 50 m down to an 
intermediate depth (most commonly 300 m), with vertical range and resolution 
dependent on factors such as configuration and instrument depth (e.g., Brandt et al. 
(2006); Brandt et al. (2008); Bunge et al. (2007); Kolodziejczyk et al. (2009); Provost 
et al. (2004)). Daily averages from single point current meters mounted on the 23°W, 
0° - PIRATA backbone mooring at 10 m depth (and 20 m depth during 2008-2009) 
and the 23°W, 4°N - PNE mooring at 10 m depth provide the only other concurrent 
time series of velocity in the region above 20 m. Similar to the combined drifter and 
Argo data (section 5.1.2), the moored velocity observations are fit via least-squares 
regression to a model composed of a time-mean value, and annual and semiannual 
harmonics. The seasonal cycle is then removed from the moored data prior to 
estimating their means to account for potential seasonal sampling biases in the 
mooring records. Note, due to the only one-year 20-m current meter record at the 
23°W, 0° - PIRATA mooring, the seasonal cycle from the moored ADCP data at that 
depth and location is used to correct for seasonal biases. 
 
5.1.5. Reanalysis product 

Output from one of the GLobal Ocean ReanalYsis and Simulations (GLORYS; 
Ferry et al. (2010)) products is also used to evaluate the mean meridional currents 
estimated from ADCP+D, ADCP+O, and mooring data along 23°W and 10°W. The 
GLORYS project is a cooperative initiative between Mercator Océan and the French 
research community to provide a series of eddy permitting global ocean simulations, 
based on version 3.1 of the Nucleus for European Models of the Ocean (NEMO) 
modeling system (Barnier et al. 2006; Madec 2008). Model equations are discretized 
using the standard ORCA025 configuration which has a tri-polar grid, with nominal 



horizontal resolution of 1/4° at the equator. The model has 75 vertical levels, with 
approximately 1-m resolution near the surface and 200-m resolution in the deep 
ocean. The version of GLORYS used in this study, GLORYS2V1, is forced with 
ECMWF ERAInterim forcing fields (Simmons et al. 2007). GLORYS2V1 assimilates 
remotely sensed SST and sea level height information, mean dynamic topography, 
and in situ temperature and salinity data from December 4, 1992 to December 31, 
2009 via a reduced order Kalman filter (Tranchant et al. 2008; Tuan Pham et al. 
1998) and a double backward incremental analysis technique (Benkiran and Greiner 
2008; Bloom et al. 1996).  

PIRATA and PNE temperature and salinity data are assimilated by 
GLORYS2V1, and as a result there is good agreement on intraseasonal to 
interannual time scales between the 10-m temperature and salinity observations and 
the global reanalysis at those sites. Although in situ velocity measurements are not 
assimilated, GLORYS2V1 produces relatively unbiased currents that are significantly 
correlated with the available moored 10-m velocity data at 0º and 4ºN along 23ºW.  

 

5.2 Results 
5.2.1. Cross-equatorial structure of meridional currents 

Fig. 5.1 shows the distribution of the long-term mean meridional currents from 
ADCP+D along 23°W and 10°W, and compares with GLORYS2V1 meridional 
currents averaged from January 1, 1993 to December 31, 2009. At the surface, 
maximum mean poleward flow of -7.6 cm s-1 is observed at 1.50°S and 13.9 cm s-1 at 
2.05°N along 23°W (Fig. 5.1a). Similarly, maximum mean poleward flow of -16.4 cm 
s-1 is observed at 3.55°S and 15.2 cm s-1 at 0.50°N along 10°W (Fig. 5.1b). The 
observed poleward surface currents in Fig. 5.1a,b are consistent with the expected 
mean wind-driven currents in the surface limb of the TCs based on previous TC 
studies in the western equatorial Atlantic and the central equatorial Pacific (e.g., 
Johnson et al. (2001); Molinari et al. (2003); Perez et al. (2010)). The thickness of the 
poleward flow in the surface limb is approximately 30 m in the northern cell and 50 m 
in the southern cell, consistent with the mean thermocline or pycnocline depth north 
of 3°S being at least 10 m shallower than south of 3°S (e.g., Brandt et al. (2006); 
Brandt et al. (2010); Kolodziejczyk et al. (2009)).  As a result of the shallower 
northern cell, the presence of mean northward flow north of the equator in the 
surface limb is more heavily constrained by the vertical extrapolation to the drifter-
Argo data (discussed further in section 5.2.2). The boundary between the surface 
limb of the northern and southern cells is south of the equator along both longitudes: 
It is found near 0.35°S along 23°W while it occurs near 1.05°S along 10°W. This off-
equatorial location of the transition between the cells has been previously observed 
from shipboard meridional velocity observations in the western equatorial Atlantic 
(Molinari et al. 2003) and is consistent with maximum equatorial divergence being 
found approximately 1° south of the equator in observations and models (e.g., 
Giordani and Caniaux (2011); Helber et al. (2007); Molinari et al. (2003)). 

Below the surface limb, the southward flow north of the equator along 23°W has 
several local maxima that are part of a broad subsurface equatorward flow between 



1°N and 5°N, with strongest flow of -5.9 cm s-1 centered at 3.55°N and a depth of 40 
m (Fig. 5.1a). This subsurface equatorward flow in the northern hemisphere is less 
broad in its meridional extent but stronger in magnitude along 10°W, with maximum 
southward flow of -8.7 cm s-1 at 1.6°N and a depth of 50 m (Fig. 5.1b). Subsurface 
northward flow is found in the southern hemisphere along 23°W, with maximum 
velocity of 3.6 cm s-1 centered at 1.25°S and a depth of 80 m (Fig. 5.1a).  In contrast, 
strong southward flow is found in the southern hemisphere along 10°W between 2°S 
and the equator reaching -11.8 cm s-1 at 0.9°S and 40 m depth, with weaker 
northward flow only between 4°S and 2°S (Fig. 5.1b).  The abrupt nature of this shift 
from northward to southward flow at 2°S along 10°W is likely due to a significant 
reduction in the number of samples south of 2°S. 

Fig. 5.1: Distribution of long-term mean (a)-(b) observed (ADCP+D) and (c)-(d) GLORYS2V1 
meridional velocity along 23ºW and 10ºW. Mean observed velocity below 30 m (black horizontal 
dashed line) derived from all available ship-based ADCP measurements, and mean velocity 
above 30 m is vertically extrapolated to mean velocity generated from the full drifter-Argo 
record. Gray dots in (a)-(b) indicate statistically significant values. Contour interval is             
2.5 cm s-1. 
 

The mean meridional-vertical structure of the currents from GLORYS2V1 (Fig. 
5.1c,d) agrees well with the observed structure in the upper 30 m (Fig. 5.1a,b), with 
stronger poleward velocities north of the equator than south of the equator (14.6 cm 
s-1 compared with -8.3 cm s-1 along 23°W, and 10.8 cm s-1 compared with -7.7 cm s-1 
along 10°W), a thinner surface limb in the northern cell than in southern cell along 
both longitudes, and a southward shift of the northern cell maxima as well as of the 
boundary between the northern and southern cells between 23°W and 10°W. Near 
the equator, the observed and GLORYS2V1 subsurface flow structures below 30 m 
and 100 m bear little resemblance to one another.  However, poleward of ±2° 
latitude, the simulated subsurface equatorward flow in that depth range has much in 
common with the observed flow. Although, the weak mean meridional currents below 
the TCs in the observations and GLORYS2V1 share some common elements in the 
southern hemisphere (e.g., the transition from northward to southward flow near 2°S 



along 10°W in Fig. 5.1b,d), there is no overall agreement below 100 m in the northern 
hemisphere. 

The observed volume transport associated with the mean TCs,  
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is estimated by averaging the mean ADCP+D meridional velocity (
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where θ is the latitude. The observed meridional transport in the surface limb of the 
southern cell is larger than transport in the surface limb of the northern cell. This is 
apparent from Fig. 5.2a,b showing the observed meridional transport (black thick 
lines) in the top D = 30 m and 50 m, respectively, which correspond to the mean 
thicknesses of the surface limb of the northern and southern cells. North of the 
equator maximum northward transport of 2.3 Sv (1 Sv = 106 m3 s-1) is found at 
0.55°N (Fig. 5.2a), while south of the equator maximum southward transport of -4.6 
Sv occurs at -1.95°S (Fig. 5.2b). 

Fig. 5.2: Comparison of long-term mean meridional volume transport integrated from 0 m to 
30 m (left) and 0 m to 50 m (right). (a)-(b) Meridional transport between 23ºW and 10ºW 
estimated from the average of mean ADCP+D (thick black lines) and simulated (thick blue 
lines) velocities along 23ºW and 10ºW, with the zonally-integrated simulated velocity (blue lines 
with circles) overlaid at select latitudes.  (c)-(d) Comparison of the GLORYS2V1 meridional 
transport zonally integrated between 23ºW and 10ºW (blue lines with circles), 35ºW and 10ºW 
(green lines with circles), and across the basin (gray lines with circles) at selected latitudes, 
with the transport computed from the average of mean GLORYS2V1 velocities along 23ºW and 
10ºW and scaled by the size of the basin (thick gray lines) overlaid. 
 

The simulated meridional volume transports associated with the mean TCs, 
estimated from the average of the mean GLORYS2V1 meridional velocity along 
23°W and 10°W, are very similar to the observed values (compare blue and black 
thick lines in Fig. 5.2a,b), with maximum simulated northward transport of 2.1 Sv at 
1.35°N for a 30-m thick layer (Fig. 5.2a), and maximum simulated southward 



transport of -4.3 Sv at -2.35°S for a 50-m thick layer (Fig. 5.2b). Note, whether the 
transport is estimated by zonally integrating the mean GLORYS2V1 meridional 
velocity at all model grid points between 23°W and 10°W (
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V int ,blue lines with circles) 
or just by averaging the meridional velocity along 23°W and 10°W and multiplying by 
their 13°-longitude separation (

€ 

V avg , thick blue lines), the simulated transports are 
nearly identical. This suggests that the meridional volume transport varies linearly in 
longitude between 23°W and 10°W. 

Despite the limited observational data, we note that the range and structure in 
the observed variability of the meridional currents along 23°W and 10°W (Fig. 5.3a,b) 
is quite similar to the range and structure of the simulated variability (Fig. 5.3c,d).  
The variability is largest near the surface, with standard deviations at 30 m depth 
ranging between 10 and 27 cm s-1 for the ADCP data and between 12 and 20 cm s-1 
for GLORYS2V1. For both the model and observations, the variability associated with 
the mean position of the northern cell tends to be larger than that of the southern cell, 
and the region of high variability below the surface limb of the northern cell extends 
deeper along 23°W (Fig. 5.3a,c) than along 10°W (Fig. 5.3b,c).  The equatorial 
asymmetry in the variability of meridional velocity is primarily due to the asymmetric 
wind forcing in the region associated with the seasonal migration of the Intertropical 
Convergence Zone (ITCZ) complex (e.g., Helber et al. (2007)), and secondarily due 
to asymmetric TIW and submonthly-to-intraseasonal wind-forced variability (e.g., 
Athie and Marin (2008); Athie et al. (2009); Perez et al. (2012)).  

Fig. 5.3: Distribution of the standard deviation of (a)-(b) ship-based ADCP for all available 
ship-based ADCP measurements and (c)-(d) GLORYS2V1 meridional velocity along 23ºW and 
10ºW. Contour interval is 2 cm s-1. 

 
5.2.2. Comparisons at discrete depths and mooring locations 

For both longitudes, the mean ship-based ADCP meridional velocity blended 
with the mean near-surface velocity from the drifter-Argo data (ADCP+D) at 10 m 
(Fig. 5.4a,b) and 20 m (Fig. 5.4c,d) depth is compared with the mean ship-based 
ADCP meridional velocity blended with the mean OSCAR fields (ADCP+O), mean 
meridional velocities estimated from moored observations in the upper 20 m and the 



mean GLORYS2V1 meridional velocities. The meridional structure of the mean 
ADCP+D meridional velocities (solid black lines) generally agrees well with that of 
the mean GLORYS2V1 meridional velocities (blue lines). However, the simulated 
magnitudes can be as much as 5 cm s-1 larger than the observed magnitudes along 
23°W (Fig. 5.4a,c), and as much as 5 cm s-1 smaller than the observed magnitudes 
north of the equator along 10°W (Fig. 5.4b,d). The ADCP+D, ADCP+O (dashed black 
lines), and GLORYS2V1 currents overlap within the uncertainty with the relatively 
weak mean meridional velocities estimated from the moored observations at 0°N and 
4°N along 23°W (green and red circles in Fig. 5.4a,c). Unfortunately, moored velocity 
measurements are not available where the three estimates disagree the most within 
the latitudes of maximum poleward flow associated with the TCs (typically between 
±1° and ±4° latitude).  

Fig. 5.4: Comparison of long-term mean ship-based ADCP meridional velocity vertically 
extrapolated to the drifter-Argo (ADCP+D, solid black lines) and OSCAR surface velocities 
(ADCP+O, dashed black lines) at (a)-(b) 10 m and (c)-(d) 20 m depth along 23ºW (left) and 10ºW 
(right). GLORYS2V1 mean meridional velocity is overlaid in blue.  Mean meridional velocity 
derived from moored fixed-depth current meters is indicated by red circles and from moored 
ADCPs by green circles. Error bars denote the 95% confidence limits for the ADCP+D data and 
the total errors for the moored measurements. 
 

In general, large differences are found between mean ADCP+D and ADCP+O 
meridional velocities at both depth levels. For example, the maximum poleward flow 
in ADCP+D is approximately 5 cm s-1 larger in magnitude than in ADCP+O along 
23°W and 10°W at 10 m depth (Fig. 5.4a,b), and differs in sign from the ADCP+D 
velocity in the southern cell. The biased representation of the mean near-surface 
meridional currents in ADCP+O is consistent with a recent qualitative comparison by 
Da-Allada et al. (2013) of the previous version of the mean drifter annual climatology 
(Lumpkin and Garraffo 2005; Lumpkin and Garzoli 2005) and OSCAR velocities, and 
suggests that OSCAR mean meridional velocities do not adequately constrain the 
near-surface poleward flow in the central and eastern equatorial Atlantic. Note, if 
instead of extrapolating to these near-surface velocity products, the mean vertical 



shear between 30 m and 40 m depth from the ship-based ADCP meridional velocity 
is used to extrapolate upwards as in previous studies (e.g., Johnson et al. (2001); 
Schott et al. (2003)), the mean surface flow would be on the order of 5 cm s-1 weaker 
along 10°W, and would be oriented southward rather than northward along 23°W 
(not shown). Thus, the mean vertical shear between 30 m and 40 m depth is also 
insufficient to adequately constrain the near-surface poleward flow. 

At the nine sites along 23°W and 10°W between 2°S and 4°N where moored 
current measurements are available, the mean ADCP+D meridional velocity as well 
as the mean GLORYS2V1 meridional velocity can be further evaluated in the upper 
300 m (Fig. 5.5). The mean moored ADCP meridional velocities (thick green lines) 
typically agree quite well with the mean ship-based ADCP meridional velocities (thick 
black lines) and overlap within the standard errors for each of those estimates. 
Exceptions are at the equator and 0.75°N along 23°W between about 75 m and 150 
m depth where the ship-based ADCP estimate exhibits too strong northward flow in 
the EUC core region (Fig. 5.5c,d), and at 0.75°S along 10°W between 50 m and 100 
m where the flow is too strong southward (Fig. 5.5g). At the 0°-23°W mooring, the 
ship-based ADCP estimate also exhibits too strong southward flow below the EUC 
between 150 m and 250 m (Fig. 5.5c), suggesting that there are not enough ship 
sections to average out the mesoscale variability near the equator between 50 m and 
250 m. At most sites, the mean GLORYS2V1 meridional velocities (thick blue lines) 
are in good agreement with both the mean moored ADCP and the fixed-depth current 
meter (red circles) velocity estimates, with the exception of too weak southward flow 
at the equator and 0.75°N along 10°W in the EUC core region between 50 m and 
150 m depth (Fig. 5.5h,i). 

Fig. 5.5: Comparison of long-term mean ADCP+D meridional velocity (thick black lines) at 
various latitudes along (a)-(f) 23ºW and (g)-(i) 10ºW. GLORYS2V1 mean meridional currents are 
overlaid in blue. Mean meridional velocity derived from moored fixed-depth current meters is 
indicated by red circles and from moored ADCPs by thick green lines. Thin lines denote the 
means ± standard errors for the ADCP+D and means ± total errors for the moored ADCP 
measurements, and the error bars denote the means ± total errors for the fixed-depth current 
meter measurements. 
 



5.2.3. Seasonal comparison 
The seasonal distribution of the ADCP sections (section 5.1.1) provides an 

opportunity to examine the meridional-vertical structure of mean meridional velocity 
associated with the TCs during Dec-May and Jun-Nov along 23°W (Fig. 5.6) and 
compare with the six-month mean drifter-Argo and GLORYS2V1 meridional velocities 
(Fig. 5.6 and Fig. 5.7). Although there are not enough ADCP sections along 10°W to 
similarly partition the ship-based ADCP meridional velocities into Dec-May and Jun-
Nov averages, the six-month mean drifter-Argo and GLORYS2V1 meridional 
velocities can be examined along 10°W (Fig. 5.8a-d). For this reason, we do not 
combine the six-month mean ship-based ADCP meridional velocities with the six-
month mean drifter-Argo meridional velocity estimates, but consider the two data 
sources separately (cf. Fig. 5.6a,b and Fig. 5.7a,b). The six-month mean meridional 
velocities from the moored ADCPs and fixed-depth current meters at the nine sites 
along 23°W and 10°W (Fig. 5.10) are also compared with the six-month 
GLORYS2V1 means at those locations (Fig. 5.11). Note that the six-month mean 
drifter-Argo and mooring estimates are generated using the harmonic fits to the data 
described in sections 5.1.2 and 5.1.4, respectively, rather than from the data solely in 
those months to reduce sampling biases. 

Above 30 m depth, the mean GLORYS2V1 and drifter-Argo poleward flow 
associated with the upper limb of the TCs along 23°W is stronger during Dec-May 
than Jun-Nov (Fig. 5.6c,d and Fig. 5.7a-d).  This is consistent with previous findings 
by Helber et al. (2007) in their seasonal analysis of OSCAR surface velocities (cf. 
their Fig. 5), although the magnitude of the drifter-Argo seasonal differences is much 
larger than the OSCAR seasonal differences. The GLORYS2V1 hydrographic fields 
show large seasonal variations in the zonal temperature gradients north of the 
equator along 23°W which set the strength of the geostrophic component of the 
meridional velocity, vg. Using equatorial geostrophy (e.g., Perez and Kessler (2009), 
and references therein) to obtain estimates of vg relative to an assumed level of no 
motion at the sea floor from the GLORYS2V1 SSH fields, reveals that there is 
northward geostrophic flow north of the equator along 23°W in Dec-May and 
southward geostrophic flow in Jun-Nov (dashed blue lines in Fig. 5.7e,f). At this 
longitude, the seasonal variability of the geostrophic component is larger than the 
seasonal variability of the ageostrophic component of meridional velocity (vag, solid 
blue lines in Fig. 5.7e,f), computed simply as the residual between the total near-
surface velocity (Fig. 5.7c,d) and vg, and thus more strongly influences the 
seasonality of the total near-surface velocity. In contrast, the maximum near-surface 
northward flow in the northern cell along 10°W occurs during Jun-Nov for the drifter-
Argo and GLORYS2V1 meridional velocities (Fig. 5.8a-d), consistent with the 
stronger seasonal variability of the near-surface ageostrophic component of 
meridional velocity south of 2°N along 10°W (Fig. 5.8e,f). 

The observed and GLORYS2V1 mean southward displacement between the 
northern and southern cells, and the southward shift of the boundary from Dec-May 
to Jun-Nov, is due to the asymmetric structure of vag, and to a lesser extent vg (Fig. 
5.7 and Fig. 5.8). The equatorially asymmetric structure of the annual and seasonal 
mean vag is consistent with the asymmetric structure of the mean wind-driven 



component of the near-surface meridional velocity. This can be qualitatively seen 
from the wind-driven component of meridional transport estimated using the simple 
equatorially-modified Ekman model applied by Perez et al. (2012) and the 
GLORYS2V1 surface zonal and meridional wind stress (τx, τy): 
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where ρ0 is seawater density, f is the Coriolis parameter, and rs = (1.5 day)-1 ~ f at 
3°N is the vertical shear dissipation rate. From the above equation, the location of the 
boundary between northward and southward wind-driven transport can be derived as 
the latitude where Vek = 0 or f = rsτy/τx (note, this latitude varies linearly with the 
choice of rs). For the prevailing southeasterly winds along 23°W, the long-term mean 
boundary between the northward and southward wind-driven transport lies at 1.70°S 
(black line in Fig. 5.9a). Along 10°W, the winds become more southerly, shifting the 
boundary between the northward and southward wind-driven transport further 
southward to 3.15°S (black line in Fig. 5.9c). Seasonal variations in the winds also 
appear to be partly responsible for the observed and simulated southward shift of the 
boundary between the northern and southern cells from Dec-May (Fig. 5.9a,c) to 
Jun-Nov (Fig. 5.9b,d).  

Below 30 m depth, the winds exert less influence upon the meridional currents 
and this compensation between the seasonal variations of vg and vag does not occur.  
Although there are some differences between the six-month mean ship-based ADCP 
(Fig. 5.6a,b) and GLORYS2V1 (Fig. 5.6c,d) meridional velocities along 23°W which 
may not be significant given the large observed standard errors, both show seasonal 
strengthening of the equatorward flow in the lower limb of the TCs between 1.5°N 
and 5°N in the northern cell, and to a lesser extent between 3°S and the equator in 
the southern cell during Jun-Nov (Fig. 5.6).  The stronger southward flow between 
1.5°N and 5°N in the lower limb of the northern cell during Jun-Nov also occurs along 
10°W in GLORYS2V1 (not shown). Analysis of the six-month mean meridional 
velocity from the moored ADCPs and fixed-depth current meters at the nine sites 
along 23°W and 10°W (Fig. 5.10) provides a measure of confidence in the 
GLORYS2V1 results (Fig. 5.11).  First, the flow in the subsurface limb of the northern 
cell indeed appears to be stronger during Jun-Nov (compare thick blue and red lines 
in Fig. 5.10e, Fig. 5.11e) - unfortunately, there are no moored ADCP data available at 
4°N, 23°W where the simulated seasonal difference at the nine sites studied here is 
largest (compare thick blue and red lines in Fig. 5.11f). Second, the northern TC 
shifts further southward during Jun-Nov with the near-surface meridional velocity 
becoming more positive at the equator along both longitudes (Fig. 5.10c,h and Fig. 
5.11c,h) as well as at 0.75°S and 0.75°N along 10°W (Fig. 5.10g,i and Fig. 5.11g,i). 
However, due to the large uncertainties associated with the observed six month 
mean meridional velocities at most of these sites (Fig. 5.10), only the observed 
seasonal differences at 0°, 10°W (Fig. 5.10h) may be significant.  

 
 



Fig. 5.6: Distribution of two-season mean (a)-(b) ship-based ADCP and (c)-(d) GLORYS2V1 
meridional velocity along 23ºW during Dec-May (left) and Jun-Nov (right). Gray dots in (a)-(b) 
indicate statistically significant values. Contour interval is 2.5 cm s-1. 

Fig. 5.7: Comparison of two-season mean near-surface (a)-(b) drifter-Argo and (c)-(d) 
GLORYS2V1 meridional velocity along 23ºW during Dec-May (left) and Jun-Nov (right). Panels 
(e)-(f) show the simulated equatorially-modified geostrophic component of the meridional 
velocity, vg, computed using the GLORYS2V1 sea surface height (dashed lines), and the 
ageostrophic component of meridional velocity, vag =v - vg (solid lines). For comparison, the 
long-term means are plotted in black and seasonal means are plotted in blue. 
 
 
 



Fig. 5.8: Same as Fig. 5.7, except along 10ºW. 

Fig. 5.9: Comparison of two-season mean equatorially-modified Ekman meridional transport 
computed using the GLORYS2V1 surface wind stress along (a)-(b) 23ºW and (c)-(d) 10ºW. For 
comparison, the long-term means are plotted in black and seasonal means are plotted in blue.  

5.3 Summary and discussion 
Since the late 1990s, several major field programs have been initiated to 

monitor the circulation, hydrography, and air-sea fluxes in the central and eastern 
equatorial Atlantic with moored arrays and cross-equatorial cruises. Here, shipboard 
and lowered ADCP velocity measurements collected by these programs were 



averaged and combined with estimates of the mean near-surface meridional velocity 
derived from drifters and Argo float surface drifts to describe for the first time the 
mean cross-equatorial and vertical structure of the meridional currents along 23ºW 
and 10ºW, and to provide a new tool with which to assess the realism of the tropical 
Atlantic circulation in OGCMs, assimilation models, and coupled climate models. 
Data from moored ADCPs and fixed-depth current meters in the region, the satellite-
derived OSCAR product, and the global ocean reanalysis GLORYS2V1 were 
additionally used to evaluate the mean meridional velocity estimated from the 
combined ADCP and drifter-Argo data (ADCP+D) along 23°W and 10°W. 

Analysis of the ADCP+D long-term mean structure of meridional velocity 
confirmed that the dominant circulation features along these longitudes in the upper 
100 m of the water column are the TCs, with near-surface poleward flow and 
subsurface equatorward flow that is stronger in the northern cell than it is in the 
southern cell. The thickness of the surface limb of the TCs decreases between 23°W 
and 10°W consistent with the eastward shoaling of the thermocline or pycnocline 
(e.g., Philander and Pacanowski (1986)). Moreover, the northern cell was observed 
to shift further south of the equator consistent with the more southerly orientation of 
the winds along 10°W noted in section 5.2.3, and a southward shift in maximum 
equatorial divergence and upwelling found in previous tropical Atlantic studies (e.g., 
Helber et al. 2007; Giordani and Caniaux 2011). Because of the deeper extent of the 
southern cell along both longitudes, the estimated mean meridional volume transport 
between 23°W and 10°W associated with the southern cell is stronger than that of 
the northern cell, that is -4.6 Sv compared with 2.3 Sv.  The mean GLORYS2V1 
meridional volume transport computed between 23°W and 10°W is very similar to the 
observed transport.  Away from the continental boundaries, the magnitude of the 
transport scales approximately by the longitudinal width, with the transport between 
23°W and 10°W being nearly half of the transport between 35°W and 10°W and 
exhibiting a similar meridional structure (Fig. 5.2c,d).  The basin-wide GLORYS2V1 
meridional transport is comparable to previously reported model estimates which 
typically range from 10 Sv to 15 Sv (e.g., Hazeleger et al. 2003; Lohmann and Latif 
2007), and is strongly influenced by western boundary currents such as the North 
Brazil Current and Undercurrent and therefore does not scale by the longitudinal 
width of the integration (Fig. 5.2c). 

The structure of the TCs derived from the observations was sensitive to 
whether the mean ship-based ADCP meridional velocity was linearly extrapolated 
from 30 m depth up to the surface using mean drifter-Argo or OSCAR meridional 
velocity, or ADCP-derived estimates of the mean vertical shear between 30 m and 40 
m, with the best representation of the mean near-surface meridional currents 
resulting from vertical extrapolation to the mean drifter-Argo meridional velocity. 
However, based on comparisons with mean meridional velocities obtained from 
moored ADCPs and fixed-depth current meters, and GLORYS2V1, it is clear that 
more direct velocity measurements are needed near the maxima of poleward velocity 
in the surface limb of the TCs (between ±1° and ±4° of latitude) to better resolve the 
meridional flow and vertical current shear in the upper 30 m. 

 



Fig. 5.10: Comparison of two-season mean meridional velocity derived from moored fixed-
depth current meters (circles) and moored ADCPs (thick lines) at various latitudes along (a)-(f) 
23ºW and (g)-(i) 10ºW. Red (blue) indicates mean during Dec-May (Jun-Nov). Thin lines denote 
the seasonal means ± total errors for the moored ADCP measurements, and the error bars 
denote the seasonal means ± total errors for the fixed-depth current meter measurements. 

Fig. 5.11 Same as Fig. 5.10, except for GLORYS2V1 seasonal mean meridional velocities. 
Thin lines denote the seasonal means ± standard errors (assuming a decorrelation time scale 
of 10 days) for the GLORYS2V1 meridional velocities. 



Combined analysis of the two-season means estimated from the ship-based 
ADCP, drifter-Argo, and moored velocity data, as well as from GLORYS2V1 
indicated that the maximum poleward velocity in the surface limb of the TCs 
intensifies during December to May along 23°W when the cold tongue is typically 
absent or weak, whereas the maximum equatorward flow in the subsurface limb of 
the northern cell intensifies during June to November along both 23°W and 10°W 
when the cold tongue is most pronounced in boreal summer. These seasonal 
differences appear to be due to compensation between the seasonal variations of the 
geostrophic and ageostrophic (wind-driven) components of meridional velocity in the 
surface limb of the TCs, and the seasonality of geostrophic meridional velocity in the 
subsurface limb of the TCs. However, more long-term direct current measurements 
are needed in the upper 100 m to examine the robustness of this result (i.e., reducing 
uncertainties due to the relatively small sample sizes), in particular between ±1° and 
±4° of latitude where the mean meridional velocities associated with the mean 
locations of the TCs, as well as the velocity fluctuations due to TIWs, are both 
strongest. 

Fig. 5.12: Distribution of the (a) GLORYS2V1 mean meridional velocity along 23ºW during 
Jun-Nov 2009 and (b) GLORYS2V1 meridional velocity anomaly relative to the two-season Jun-
Nov mean shown in Fig. 5.6d. Contour interval is 2.5 cm s-1. 
 

During boreal summer, subsurface meridional currents in the central and 
eastern equatorial Atlantic can advect interannual wind-driven warm temperature 
anomalies induced immediately north of the equator southward and possibly trigger 
non-canonical Atlantic Niño events (Richter et al. 2013; Lübbecke 2013), and 
similarly advect corresponding cold anomalies southward and possibly trigger 
anomalous cooling events such as in May-July 2009 (Foltz et al. 2012; Brandt et al. 
2013). Concurrent with the May-July 2009 cooling event, the poleward flow in the 
surface limb of the tropical cells and southward flow in the subsurface limb of the 
northern tropical cell both intensified in the global ocean reanalysis relative to the 
two-season mean (Fig. 5.12), but there were insufficient in situ measurements to 
determine whether this change occurred in the real ocean. With improved long-term 
measurements of meridional velocity in the tropical Atlantic, we will be able to 
examine more generally how the TCs themselves vary under such interannual wind 
forcing, and whether subsurface temperature anomalies generated during these 
events are advected by the seasonally strong or interannually intensified TCs.  



6 Diapycnal heat flux and mixed layer heat budget within the Atlantic Cold 
Tongue 

 
Authors:  R. Hummels, M. Dengler, P. Brandt, M. Schlundt 
 

SST variability in the tropical Atlantic is dominated by an annual signal formed 
by the seasonal appearance of the Atlantic cold tongue (ACT). During the 
development of the ACT in boreal spring/summer SSTs decrease by about 6°C. 
Towards the end of the year SSTs steadily increase completing the annual cycle 
(Fig. 6.1a). On the other hand, the net surface heat fluxes within this region are 
dominated by a semi-annual signal due to the meridional migration of the Inter 
Tropical Convergence Zone (ITCZ). The discrepancy between the semi-annual 
atmospheric forcing and the annual cycle of SSTs suggests ocean dynamics to be of 
fundamental importance within this region. Furthermore, the ACT is the oceanic 
region with strongest net atmospheric heat gain in the Atlantic (Josey et al. 1999). 
Hence, in order to reduce SST during ACT development, oceanic processes need to 
redistribute large amounts of heat to explain the observed seasonal decrease of 
SST. To further understand the seasonal cycle of SSTs within this region, an analysis 
of all individual contributions to the mixed layer (ML) heat budget is inevitable.  

Several investigations of the ML heat budget in the ACT region already exist 
either relying on model simulations (Jouanno et al. 2011b; Peter et al. 2006) or 
observational data (Foltz et al. 2003; Hummels et al. 2013; Wade et al. 2011). Both 
approaches have their advantages and deficiencies. Model approaches can 
consistently evaluate the ML heat budget including all individual contributions. 
However, model results might be biased due to their sensitivity to the 
parameterization of unresolved physics, e.g. horizontal and vertical mixing. On the 
other hand, observational studies often lack information on individual terms of the 
budget, which cannot be estimated from the available data sets. In addition, some of 
the estimated terms may lack reliability due to a limited database in time and/or 
space. 

Previous observational studies investigating the ML heat budget in the ACT 
region follow different approaches in order to exploit the existing data sets in the best 
possible way. Nevertheless, many of these studies lack information on the 
contribution of the diapycnal heat flux due to turbulent mixing at the base of the ML to 
the heat budget. Instead this term is assessed as the residual of the budget, which 
additionally includes all accumulated uncertainties (Foltz et al. 2003; Foltz et al. 
2013; Wade et al. 2011). Model studies of the ACT as well as the Pacific cold tongue 
(PCT) have suggested that diapycnal mixing is an important contributor to the ML 
heat budget (Chang 1993; Jouanno et al. 2011b; Peter et al. 2006). In an 
observational study, Gouriou and Reverdin (1992) suggested diapycnal mixing to 
vary seasonally within the ACT. 

It was only recently that measurement programs could indeed resolve seasonal 
variability of upper ocean turbulence: From multi-year moored microstructure 
temperature measurements Moum et al. (2013) demonstrated that diapycnal mixing 
indeed controls the seasonal cooling within the PCT at 140°W, while for the 



equatorial ACT (i.e. within the equatorial belt 2°S-1.5°N, 23°W-2°E), Hummels et al. 
(2013) highlighted seasonal and regional differences in diapycnal heat flux from the 
ML into the upper thermocline using a multi-cruise microstructure profiling data set. 
Hummels et al. (2013) found that the ML heat loss due to diapycnal mixing is of 

Fig. 6.1: Seasonal variability of different variables at the four different PIRATA buoy sites 
(color code is given in legend): a) SST (PIRATA), b) net surface heat flux corrected for the 
amount of heat penetrating the ML (TropFlux), c) MLD (PIRATA), d) wind stress magnitude 
(TropFlux), e) zonal surface velocities (Argo+drifter climatology), f) meridional surface 
velocities (Argo+drifter climatology). Error bars denote 95 % confidence limits. 



considerable magnitude and amounts to up to 90 W m-2 within the equatorial ACT 
region. 

By solving the ML heat balance on the equator at 10°W, Hummels et al. (2013) 
showed that the diapycnal ML heat loss is the dominant cooling term for the ML heat 
budget during ACT development. In fact, they were able to balance the seasonal ML 
heat budget at this location for the period from May to November when incorporating 
estimates of the diapycnal heat flux. In the ACT as well as in the PCT region, 
turbulent mixing could be associated with shear instabilities (Gregg et al. 1985; 
Hummels et al. 2013). Within the entire equatorial ACT vertical shear of horizontal 
velocity is significantly elevated due to opposing currents, namely the westward-
directed northern branch of the South Equatorial Current (nSEC) at the surface and 
the Equatorial Undercurrent (EUC) flowing eastward along the thermocline. 
Accordingly, the diapycnal heat flux estimated from individual cruises carried out at 
different locations within the equatorial ACT is elevated (Hummels et al. 2013). This 
suggests that diapycnal mixing could be important for the ML heat budget in the 
entire equatorial ACT region. The importance of diapycnal mixing for the ML heat 
budget associated with shear instabilities forced by the nSEC/EUC system within the 
equatorial ACT was previously diagnosed in numerical simulations (Jouanno et al. 
2011a; Jouanno et al. 2011b). 

However, elevated diapycnal heat flux appears to be confined to the equatorial 
band (2°S to 1°N) only. At the southern tip of the ACT at 10°S, 10°W, Hummels et al. 
(2013) find diapycnal ML heat loss to be considerably lower (their Fig. 15), which 
suggests other mechanisms are important to reduce SSTs in the off-equatorial ACT.  

This study is motivated by the success of Hummels et al. (2013) in achieving a 
balance of the ML heat fluxes and tendency at the equator at 10°W between May 
and November during the times when estimates of the diapycnal heat flux were 
available and could be included. Our intention here is to clarify whether a closure of 
the ML heat budgets from different locations within the ACT can be achieved when 
explicitly incorporating estimates of the diapycnal heat flux from microstructure 
observations and to assess the relative contribution of the diapycnal ML heat loss to 
the budgets at the different locations. The diapycnal heat flux observations reported 
by Hummels et al. (2013) are complemented with some recent cruises and combined 
with long-term observations from the Prediction and Research moored Array in the 
Tropical Atlantic (PIRATA; Bourles et al. (2008)) and climatological products to 
estimate a seasonal climatology of the tendency and the flux terms contributing to the 
heat budget of the ML at different locations within the ACT. Furthermore, as 
microstructure data is only sparsely available, a parameterization for mixing based on 
stratification and shear is developed from the available data. 
 
6.1. Data and methods 

In order to accomplish a seasonal description of the ML heat budget within the 
ACT, several data sets are combined. A limiting factor is the availability of estimates 
of the diapycnal heat flux due to mixing processes across the base of the ML. This 
term is derived from estimates of the turbulent dissipation rates inferred from 
observations made by microstructure profilers during a multi-cruise program 



(Hummels et al. 2013). During this program several meridional transects were 
frequently repeated during different stages of ACT development covering the 
absence (January-April), the development phase (April-July) and the mature phase 
(August-December) of the ACT (Caniaux et al. 2011). The highlighted transects were 
conducted across the equator (2°S-1.5°N) along 23°W, 10°W and 2°E (see Tab. 2). 
At the equatorial position of these transects (or close to the transect in the case of 
the 2°E transect), atmospheric and oceanic PIRATA observations are available at 
high temporal resolution. Hence, all terms contributing to the ML heat budget will be 
estimated at the four PIRATA buoy sites at 0°N, 23°W; 0°N, 10°W; 0°N, 0°E and 
10°S, 10°W. For the determination of the contribution of the heat flux due to 
advection additional information on surface velocities, SST and mixed layer depth 
(MLD) as well as their horizontal gradients are required from climatological products. 
 

6.1.1. Shipboard observations 
A unique data set of microstructure shear and temperature profiles along with 

conductivity-temperature-depth (CTD) profiles was collected on ten cruises to the 
ACT region during different stages of ACT development (Tab. 2). The multi-cruise 
program includes cruises of the French EGEE (Etude de la circulation océanique et 
des échanges océan-atmosphère dans le Golfe de Guinée) project (EGEE2-6) and 
the German projects Nordatlantik (M68/2, MSM18/2) and SFB754 (M80/1, 
GEOMAR4, MSM22). Four cruises (EGEE3, EGEE5, M68/2 and MSM18/2) were 
scheduled to coincide with the development of the ACT and onset of the West 
African Monsoon in boreal spring and early summer (end of May to July), while 
another two cruises (EGEE2 and EGEE6) were carried out during the mature phase 
of the monsoon (September-October), when the ACT is still well developed. Finally, 

Tab. 2: Spatial and temporal distribution of microstructure profiles available to this study. 
Usually, at least three microstructure casts were collected at each station. Each of those 
ensembles was used to infer diapycnal heat fluxes to include into the ML heat budgets (see 
section 6.2.3). 



three cruises (EGEE4, M80/1 and MSM22) were conducted in November while the 
ACT was warming. Another cruise was undertaken during the absence of the ACT in 
March 2008 (GEOMAR4).  

Due to the latitudinal extent of the EUC, meridional transect data collected in 
the equatorial belt between 2°S and 1.5°N are representative of the mixing activity at 
the equator (Hummels et al. 2013). Hence, to improve the statistics of the equatorial 
estimate of the diapycnal ML heat loss due to turbulence, all available profiles in this 
latitudinal range are used. The only stations evaluated outside the equatorial belt 
were collected near 10°S, 10°W during EGEE3. For more details on the cruises the 
reader is referred to Hummels et al. (2013).  

The microstructure shear and temperature data were collected using different 
microstructure profilers (MSS90L and MSS90D) manufactured by Sea&Sun 
Technology in cooperation with ISW-Wassermesstechnik. All profilers were equipped 
with two shear sensors (airfoil), a fast temperature sensor (FP07), an acceleration 
sensor, tilt sensors and standard CTD sensors. For a detailed description of the 
instruments the reader is referred to Prandke and Stips (1998). The profilers were 
adjusted to descend at 0.5-0.6 m s-1. Noise levels of turbulent dissipation rates from 
the microstructure profilers are better than 1×10-9 W kg-1 for the MSS90L and better 
than 5×10-10 W kg-1 for MSS90D (Prandke and Stips 1998; Schafstall et al. 2010). 

The sampling strategy pursued for the different cruises differs in comparison to 
previous microstructure studies conducted in the equatorial Pacific. Instead of 
sampling at a single location for a period of several days to several weeks (Inoue et 
al. 2012; Lien et al. 1995; Moum et al. 1989; Moum et al. 2009; Peters et al. 1988), 
profiling was done at several locations during a single cruise usually separated by 
0.5° latitude on the meridional transects. This was accomplished by integrating 
microstructure profiling into the CTD station program during all cruises. A minimum of 
3 and up to 20 microstructure profiles were collected at a single station extending 
from the surface to between 150 m and 300 m depth. For this study a total of 615 
profiles collected on 178 stations are used. 

 
6.1.1.1. Microstructure data processing 

Processing of microstructure data and further inferring eddy diffusivities (𝐾!) 
and diapycnal heat fluxes (𝐽!) out of the ML is explained in detail in Hummels (2012) 
and Hummels et al. (2013). 
 
6.1.2. PIRATA data 

For evaluating the ML heat budgets, incoming solar radiation, subsurface 
temperature time series, air temperature, relative humidity, wind speed and rainfall 
data from the PIRATA buoy sites at 23°W, 10°W and 0°E on the equator as well as 
at 10°S, 10°W were used. To determine the mean seasonal cycle, we used all 
available daily averages from 1997 to 2012. 
 
 
 
 



6.1.3. Climatological products 
6.1.3.1. Surface velocities 

Near-surface velocities are constructed from a combination of the YoMaHa’07 
(Lebedev et al. 2007) data set providing surface velocities from Argo float surface 
drifts and surface velocities from drifters (www.aoml.noaa.gov/phod/dac/). The 
combination of data from different platforms enhances the available data base, which 
is in general limited as the equatorial region is characterized by diverging poleward 
flow and drifters (and to some extent also ARGO floats) tend to leave the equatorial 
region shortly after their deployment. Drifters are designed to follow the mean 
currents of the upper 15 m due to the attachment of a drogue, while Argo floats drift 
at the surface. Some of the drifters lost their drogue after some time making their drift 
behavior similar to that of Argo floats. The used drifter data set was updated for the 
new meta data information, where the drogue loss dates were corrected (Lumpkin et 
al. 2013). The different platforms have different sensitivity to the wind slip that is 
accounted for as explained below. The Argo floats are corrected for the wind slip at 
the surface similar to the corrections applied to the undrogued drifters (Pazan and 
Niiler 2001) with differing coefficients A: 

ucorrected = uuncorrected – A Wx 

vcorrected = vuncorrected – A Wy, 

where Wx and Wy are the zonal and meridional component of wind velocity (in units 
of m s-1) from NCEP/NCAR Reanalysis 6-hourly winds. The coefficient A was set to 
A1=1.14x10-2 for the ARGO floats, A2=1.64x10-2 for undrogued drifters and A3=7x10-

4 for drogued drifters as in Perez et al. (2013) to account for the different response of 
the observational platforms to the wind induced slip. The derived velocities were then 
averaged on a 1°x1° grid of latitude and longitude with an overlap of 2° in both 
directions to enlarge the amount of observations within the individual grid boxes.  
 For this study, investigating the contribution of the individual terms to the ML 
heat budget within the seasonal cycle, average monthly estimates of surface 
velocities are required. As drifters as well as ARGO floats can be captured within the 
vortices of TIWs, which act on intraseasonal timescales, the possible bias due to 
these intraseasonal phenomena needs to be eliminated. In order to derive unbiased 
monthly estimates required for this study the maximum amount of independent data 
points combining the drifter and ARGO data base is used: data of the individual 
drifters is available on a 6 hourly grid, which does not represent independent data. 
Moored observations from Perez et al. (2013) reveal a de-correlation time scale 
between 7 and 10 days for meridional velocity, which also agrees with the temporal 
resolution of the ARGO float data. Accordingly, the data of individual drifters were 
subsampled by averaging over 10 day periods and then combined with the ARGO 
data base. The use of shorter de-correlation time scales that is associated with a 
larger weight on drifter data relative to Argo float data results only in minor changes 
in the resulting advective heat flux as long as the de-correlation time scale is larger 
than 1 day. 



6.1.3.2. SST 
To accurately determine local horizontal SST gradients required for evaluating 

heat advection terms (see below) a SST climatology of higher resolution compared to 
the one available from Reynolds and Smith (1994) (1°x1°) was needed: Moum et al. 
(2013) described an underestimation of the meridional heat advection when using a 
SST climatology of 1° horizontal resolution. Hence here, monthly averages of satellite 
SSTs from the Tropical Microwave Imager (TMI) onboard the Tropical Rainfall 
Measuring Mission (TRMM) satellite (www.ssmi.com/tmi/) were used, which are 
available at a 0.25°x0.25° horizontal resolution. A monthly-mean SST climatology 
was produced by averaging the monthly SST observations between 1998 and 2012. 
 
6.1.3.3. Surface heat fluxes 

The individual contributions to the net surface heat flux at the ocean’s surface 
from the recently developed TropFlux (Praveen Kumar et al. 2012) product are 
considered. This recent product was especially developed for the tropical oceans and 
the individual fluxes are available at daily or monthly resolution from 1979 to present 
on a 1°x1° grid. Monthly values are used to build an average long-term monthly 
climatology of the individual surface fluxes using data between 1997 and 2012 
coinciding with the period of available PIRATA observations. The resulting 
climatological surface fluxes of the TropFlux product are then compared to the 
PIRATA observations after applying the COARE algorithm (Fairall et al. 2003). 
Additionally, climatological long wave radiation from the daSilva et al. (1994) surface 
marine atlas available on a 1° x 1° grid was used for comparison with the TropFlux 
product. 
 
6.1.3.4. Mixed layer depth 

Finally, to determine horizontal gradients of MLD (needed for the calculation of 
the entrainment term, see below), the ML climatology of de Boyer Montégut et al. 
(2004) was used in the estimate of the entrainment term. The long-term monthly 
means are only available at 2° resolution in both latitude and longitude, but are 
interpolated on a 1°x1° grid to match the resolution of the other variables.  
 
6.1.4. Methodology 

To assess the relative importance of the diapycnal heat fluxes on the ML heat 
budget, the individual terms of the budget are estimated. The heat balance equation 
for the ML in the following form was first introduced by Stevenson and Niiler (1983). 
Since then, it has been frequently used in observational studies evaluating the 
individual contributions to the ML heat budget (Foltz et al. 2003; Moisan and Niiler 
1998; Wang and McPhaden 1999) and reads: 
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where ℎ represents the thickness of the ML, and 𝐯 and 𝑇 are the vertically averaged 
velocity and temperature in the depth range between the surface and −ℎ. 𝐯′ and 𝑇′ 



are the deviations from the temporal means and 𝐯 and   𝑇 are the deviations from the 
vertical average. The overbar of the third term indicates temporal averaging. wentrain is 
the entrainment velocity and T-h is the temperature at the base of the ML. 𝑞!"# 
denotes the net surface heat flux, and 𝑞!! is the net heat loss through the base of the 
ML. Here, 𝑞!!  is determined from a combination of the penetrative shortwave 
radiation and the diapycnal heat flux at the base of the ML. From left to right the 
terms represent local heat storage, horizontal advection (divided into a mean and 
eddy term), entrainment, the vertical temperature/velocity covariance (e.g. due to 
baroclinic flow within the ML) and the combination of net atmospheric heating and 
vertical turbulent diffusion at the base of the ML. The vertical temperature/velocity 
covariance involves the correlation of the possible departures of horizontal velocity 
and temperature from their vertically and temporally averaged values in the ML. 
Swenson and Hansen (1999) estimated the heat flux due to this term considerably 
smaller than the other contributions and hence this term will be neglected in the 
following as also described in Foltz et al. (2003).  
 The evaluation of the individual terms closely follows the procedures described 
by Foltz et al. (2003). Seasonal cycles of different variables are obtained from daily 
PIRATA data, averaged on every given day of the year and subsequently averaged 
for each month of the year. The penetrative fraction of the shortwave radiation 
depends on the MLD and the optical transparency of seawater. Here, it is calculated 
via an e-folding decay following Wang and McPhaden (1999), who parameterized 
shortwave radiation absorbed in the ML as 𝑄!"# = 𝑄!!!"#(1− 0.45𝑒!! !"!). Latent 
and sensible heat fluxes were calculated from the PIRATA buoy data using the 
COARE algorithm (Fairall et al. 2003) for comparison with the TropFlux product, 
which uses the same algorithm. Mean horizontal advection is determined by 
multiplying the monthly mean velocities (calculated from the combined ARGO and 
drifter velocities) with climatological long-term SST gradients from the TMI satellite 
observations. The eddy term of horizontal advection is estimated indirectly from the 
residual between mean horizontal advection described above and total horizontal 
advection estimated as ℎ 𝐯   ∙   ∇𝑇 = ℎ   !"

!"
− !"

!"
 (Swenson and Hansen 1999). The 

total time derivative is obtained from drifter SSTs, whereas the local derivative is 
estimated from the average monthly TMI SSTs. The entrainment velocity can be 
expressed as 𝑤!"#$%&" =   

!!
!"
+ ∇    ∙ ℎ𝐯 (Stevenson and Niiler 1983) representing the 

local time derivative of the depth of the base of the ML from PIRATA temperature 
time series and a divergence term of the product of the base of the ML and surface 
velocity climatology. 
 MLDs were calculated from PIRATA subsurface temperature time series and 
taken from the MLD climatology of de Boyer Montégut et al. (2004). The climatology 
is built upon the temperature threshold criterion of 0.2°C. In the study of Foltz et al. 
(2003) MLDs are calculated with the temperature threshold criterion of 0.5°C, but 
using only the profiles between 5.00 and 7.00 local time as a reference for the 
threshold to avoid the influence of shallow diurnal mixed layers. Different temperature 
thresholds (0.2°C and 0.5°C) referenced against SSTs between 5.00 and 7.00 local 



time as well as the temperature gradient criterion described in Lorbacher et al. (2006) 
for PIRATA subsurface temperatures have been evaluated and compared to the 
MLDs of the climatology of de Boyer Montégut et al. (2004) at the PIRATA locations. 
Best agreement was found for the temperature threshold of 0.5°C, which is therefore 
further used here to estimate MLDs from PIRATA subsurface temperatures. 
 
6.2. Results 
6.2.1. Seasonal variability at the PIRATA sites 
Among the four considered PIRATA buoy locations, which are representative for 
different regions within the ACT, large seasonal variability in the background setting 
is observed. Common to all regions within the ACT is the strong cooling of SSTs 
starting around April/May (Fig. 6.1a). The strongest cooling is observed on the 
equator at 10°W, which is sometimes referred to as the center of the ACT (Jouanno 
et al. 2011b). The structure of the seasonal variability of SSTs at the western (23°W) 
and eastern (0°E) edge of the ACT on the equator is very similar to 10°W. However, 
the southern ACT region exhibits a slower cooling phase followed by a delayed and 
more rapid warming phase. Towards the end of the year SSTs recover to warm 
levels at all locations reaching their maximum levels in March/April again. 

The seasonal cycle of net surface heat fluxes from the TropFlux product varies 
considerably within the ACT (Fig. 6.1b). The seasonal variation at all locations is 
mainly caused by variations in the incoming solar radiation and the latent heat flux, 
whereas the sensible heat flux and the outgoing long-wave radiation remain rather 
constant throughout the year (Foltz et al. 2003; Hummels et al. 2013). However, 
within the equatorial region, net surface heat flux is typically positive. In the western 
and central part of the equatorial ACT region (23°W and 10°W) the ML is warmed 
throughout the year by 50-100 W m-2. Note that here the net surface heat flux is 
calculated with the absorbed shortwave radiation, which is corrected for the amount 
of heat penetrating through the ML estimated from PIRATA sub-surface 
temperatures. Within the eastern equatorial ACT (0°E) the superposition of annual 
and semiannual cycles of the net surface heat fluxes leads to a net heat flux 
minimum from May to July when SSTs decrease. In the southern ACT region (10°S, 
10°W) a strong annual cycle of net surface heat fluxes is observed, which includes a 
ML warming as well as a cooling phase. At this location the cooling phase of the ML 
due to a change in atmospheric forcing of nearly 200 W m-2 coincides with a decline 
of SSTs.     

MLDs are in general shallow in the eastern equatorial Atlantic due to the 
shoaling thermocline. Accordingly, within the equatorial ACT region MLDs decrease 
from west (23°W) to east (0°E) (Fig. 6.1c). At all locations within the equatorial belt, 
MLDs exhibit a seasonal cycle with maximum MLDs of 40-50 m in boreal autumn and 
15-20 m during boreal spring. Within the southern ACT region MLDs are generally 
larger than in the equatorial belt. In the south, the seasonal variation ranges from 
around 40 m in boreal winter/spring to maximum 80 m during boreal 
summer/autumn. 

Winds in the ACT region are dominated by the westward trades (easterlies) 
surrounding the ITCZ, which migrates meridionally during the year. For the equatorial 



ACT region this migration imprints an annual signal on the wind stress magnitude 
with strongest winds in August, when the ITCZ is at its northernmost position (Fig. 
6.1d). A weaker semi-annual signal, which peaks in April/May and 
September/October is superimposed on the dominant annual pattern yielding a 
double peaked structure. The southern ACT region exhibits only an annual variation 
in wind stress, which peaks in August, increasing the latent heat flux during this 
period. This increased latent heat flux contributes to the strong cooling via net 
surface heat fluxes in the southern ACT (Fig. 6.1b). 

Zonal surface velocities in the equatorial ACT region, determined from a 
combination of Argo float and surface drifter data, are subject to a relatively strong 
semi-annual cycle. This appears odd at first glance, as the wind forcing is dominated 
by the annual cycle with only a weak semi-annual imprint. However, the semi-annual 
cycle in zonal velocity was explained by the presence of a resonantly forced basin 
mode (Cane and Moore 1981; Ding et al. 2009; Thierry et al. 2004). The current 
dominating the equatorial region is the northern branch of the South Equatorial 
Current (nSEC) (Hummels et al. 2013; Lumpkin and Garraffo 2005), (Fig. 6.1e). 
Maximum westward velocities are observed during boreal summer of about 0.25-0.5 
m s-1 depending on the exact location within the equatorial belt. In the central and 
eastern equatorial Atlantic, zonal velocities even reverse in sign during the seasonal 
cycle. Due to the vanishing Coriolis parameter at the equator, meridional velocities 
might be directly forced by the meridional wind component. As winds at the equator 
have a southerly (from south to north) component and are largest in boreal summer 
and fall, meridional velocities are directed in the same direction (Rhein et al. 2010). 
This is also consistent with the results from Perez et al. (2013), where positive 
(northward) meridional velocities are found at the equator at 23°W and 10°W. 
However, their magnitude is significantly reduced compared to zonal velocities (Fig. 
6.1f). In the southern ACT region zonal as well as meridional surface velocities are of 
reduced magnitude compared to the equatorial region and do not show a distinct 
seasonal variation. Surface velocities within this region are dominated by the Ekman 
flow. According to the steady trade winds (south-easterlies), the Ekman flow is 
directed towards the southwest throughout the year (Fig. 6.1e,f). 
 
6.2.2. Turbulent mixing within the ACT 

In this section, the new and unique data set of microstructure observations 
acquired in the central and eastern equatorial Atlantic (Hummels et al. 2013) is used 
to estimate the diapycnal ML heat loss directly, rather than relying on residual 
estimates of this quantity as has been done previously (Foltz et al. 2003; Foltz et al. 
2013; Wade et al. 2011; Wang and McPhaden 1999). The main findings relevant for 
this study from Hummels et al. (2013) concerning the regional and seasonal 
variability of turbulent mixing are summarized in the following: Turbulent dissipation 
rates (𝜀) at the equator are significantly increased in the upper thermocline compared 
to off-equatorial locations (cf. Fig. 6.2a). Within the equatorial region turbulent 
dissipation rates in the upper thermocline are:  



1. Elevated in the western equatorial ACT region in comparison to the 
eastern equatorial ACT region (cf. Fig. 6.2a); 

2. Most intense mixing is observed in boreal summer in the whole equatorial 
ACT region; 
 

Hummels et al. (2013) described a close correspondence between the seasonal 
and regional variability of background shear and stratification levels and ensemble 
mixing intensities, eddy diffusivities (𝐾!), and diapycnal heat fluxes (𝐽!) : e.g. vertical 
shear squared of horizontal velocities (𝑆! =    𝜕𝑈 𝜕𝑧 ! + 𝜕𝑉 𝜕𝑧 ! ) was found to 
reduce from 10°W towards the eastern equatorial ACT, while stratification (N2) 
increased. This reduces the likelihood of shear instabilities to occur in the Gulf of 
Guinea and indeed turbulent parameters such as dissipation rates as well as 
diapycnal ML heat losses were observed to decrease in magnitude from the western 
equatorial region towards the east. Despite stronger zonal subsurface velocities at 
23°W compared to 10°W (Brandt et al. 2011a), shear levels are reduced at 23°W 
compared to 10°W (Jouanno et al. 2011b). This can be explained by the shoaling of 
the EUC towards the east, which limits the depth range of opposite flowing currents, 
westwards at the surface and eastwards in the subsurface. The highest shear levels 
in the central equatorial ACT region correspond to highest mixing activity. Within the 
southern ACT, shear levels were significantly reduced due to the lack of strong 
current features and turbulent mixing was found to be low. The relation between 
background shear and stratification conditions and turbulent mixing activity will be 
further analyzed later in this study. 

According to the described variability in shear levels, average summer 
dissipation rates below the ML range from 3.5x10-7 W kg-1 in the eastern to 7x10-7 W 
kg-1 in the western equatorial ACT (Fig. 6.2a). In the southern ACT dissipation rates 
below the ML do not exceed 5x10-8 W kg-1. At a depth of 50 m below the ML, 
equatorial dissipation rates have dropped by about one order of magnitude (Fig. 

Fig. 6.2: Vertical profiles of turbulent parameters during summer (June/July) for the different 
locations within the ACT: a) dissipation rates of turbulent kinetic energy (𝜺), b) eddy diffusivities 
(𝑲𝝆), c) gradient of potential temperature (𝜽𝒛) and d) diapycnal heat fluxes (𝑱𝒉). Error bars are 95 % 
confidence limits, see Appendix C for details. Note that the depth range of the profiles shown in a-
d is restricted to the upper thermocline, i.e. 0 corresponds to the ML depth and logarithmic 
abscissae scaling is used in panels a) and b). Note that the vertical temperature gradient is shown 
in c) as it is an important constituent in the formulation of the diapycnal heat flux. 



6.2a). Inferred eddy diffusivities (section 6.1.1.1) just below the ML range from 
1.2x10-4 m2 s-1 in the eastern to 7x10-4 m2 s-1 in the western equatorial ACT, while 
values in the southern ACT only reach 1.6 x 10-5 m2 s-1 at maximum. The magnitude 
and vertical structure of the observed turbulent parameters agrees rather well with 
those inferred from microstructure measurement programs carried out in the central 
equatorial Pacific (Gregg et al. 1985; Lien et al. 1995; Moum et al. 1989; Peters et al. 
1988). However, in comparison to the central equatorial Pacific, Hummels et al. 
(2013) report for the equatorial ACT region a reduction in the night time 
enhancement of turbulence, which is referred to as deep cycle turbulence (Moum 
and Caldwell 1985). Nevertheless, to avoid possible biases due to an unevenly 
distributed sampling time of profiles during the day, mean profiles of turbulent 
parameters are derived here by separately averaging measurements collected during 
the day (08:00-20:00) and night (20.00-08:00) before calculating mean profiles. The 
average of the mean day and mean night profiles are then further incorporated into 
the ML heat budgets. 
In order to obtain the turbulent contribution of diapycnal heat fluxes to the ML heat 
budget, the transition zone between the base of the ML and the stratified region 
below has to be accurately resolved. In the equatorial Atlantic as well as in the 
Pacific, profiles of the diapycnal heat flux are highly divergent below the ML. 
Maximum values are found at the base of the ML that rapidly decrease in deeper 
layers (Fig. 6.2d and Lien et al. 2008). In most of the mean profiles (Fig. 6.2d), 
diapycnal heat flux at 20 m below the ML is significantly reduced. Hence, the amount 
of heat being extracted from the ML into the interior ocean is characterized by the 
diapycnal heat flux in a rather narrow layer. Here, diapycnal ML heat loss is 
determined by averaging the diapycnal heat flux profiles in the interval MLD+5 m to 
MLD+15 m. The reason to use this averaging interval is to ensure values from within 
the ML to be excluded from the estimate as the method from Osborn (1980), which 
we use here, is only valid in stratified sheared flow. Due to strong variability in 
stratification within a few meters below the ML, and due to the fact that stratification 
for the Osborn parameterization needs to be calculated over a larger length scale 
than turbulent overturns (that can be as much as several meters due to the strong 
mixing there), we decided to use this depth interval. Due to the elevated vertical 
divergence of the heat flux profiles, this approach leads to estimates of diapycnal 
heat loss of the ML being biased low. The error of this approach can be estimated 
from the average heat flux profiles by extrapolating from MLD+10 m to the MLD. The 
extrapolation needs to be performed as the diapycnal heat flux obtained directly 
below the ML with the Osborn method cannot be considered reliable as explained 
above. Overall, the diapycnal heat flux reduces by about 30% at MLD+10 m 
compared to the value directly below the ML.  
 Note that the MLD from vertically high resolved CTD profiles was generally 
calculated using the temperature threshold criterion with ΔT=0.2°C compared to the 
SST. Heat flux profiles and inferred diapycnal ML heat losses were calculated 
separately for every station. Subsequently, these station averaged profiles of the 
different sections of an individual cruise between 2°S and 1.5°N were averaged in 
day and night ensemble (see above) to obtain a single estimate that was taken as 



representative for diapycnal heat loss of the ML for the month in which the 
measurements were collected. Uncertainties for each individual estimate were 
calculated using Gaussian error propagation as described in Hummels et al. (2013). 
 
6.2.3. Mixed layer heat budget 

In the following, the contributions to the ML heat budget derived from PIRATA 
observations, climatological data sets as well as microstructure observations are 
combined at the four different locations within the ACT. Note that the individual 
contributions to the ML heat budget at 0°N, 10°W were already analyzed in Hummels 
et al. (2013). However, to achieve a consistent comparison between heat budgets at 
the different PIRATA locations, the analysis of the heat budget at 0°N, 10°W is 
repeated here partly using different data products (concerning the surface velocities 
and the net surface heat fluxes) compared to Hummels et al. (2013). 

Several modeling as well as observational studies have addressed the ML heat 
budget in the eastern equatorial Atlantic previously (Foltz et al. 2003; Hummels et al. 
2013; Jouanno et al. 2011b; Peter et al. 2006; Wade et al. 2011). Among these 
studies, the definition of high and low frequency advection terms, referred to as mean 
and eddy advection here (section 6.1.4), varied. Hence, in order to compare the 
results amongst the different studies it has to be clarified which oceanic processes 
are attributed to the different terms. As has been pointed out in the tropical Pacific 
analysis by Wang and McPhaden (1999) processes reflected in the eddy advection 
term close to the equator, particularly in the meridional component, significantly 
depend on the latitudinal averaging interval over which the heat budget analysis is 
performed. For local heat budgets or budgets performed for small regions around the 
equator (i.e. +/-2° in latitude), the eddy advection warms the ML as the effect of 
Tropical Instability waves (TIWs) laterally advecting warm waters are explicitly 
resolved (Foltz et al. 2003; Jochum and Murtugudde 2006; Peter et al. 2006). When 
budgets are performed over a larger meridional extent, eddy advection will cool the 
ML as TIW contributions are averaged out and the Ekman divergence dominates. 
This study focuses on local heat budgets at the locations of the PIRATA buoys and 
thus requires evaluating the eddy heat fluxes as local as possible. Opposing this 
minimum regional extent requirement is the accuracy of velocity and SST gradient 
data, for which the statistical reliability of the individual variables increases when they 
are averaged over larger meridional intervals. As a compromise between locality and 
statistical reliability, a 2° latitudinal and longitudinal interval is 

Fig. 6.3: Comparison of the net surface heat flux (absorbed shortwave radiation (corrected for 
the amount of shortwave radiation penetrating through the ML)+ latent heat flux + sensible heat 
flux + outgoing longwave radiation) in blue and the observed heat storage in black for the four 
different locations within the ACT. 



   
Fig. 6.4: Left panels: Individual contributions to the ML heat budget at the different locations 
within the ACT (color code explained in the legend). Vertical red lines denote 95% confidence 
limits for the diapycnal ML heat loss. Right panels: Sum of the individual contributions without 
(black) and with (red) the diapycnal ML heat loss; observed heat storage is in green. Grey 
shading denotes 95% confidence limits for the sum of terms excluding the diapycnal ML heat 
loss, red shading or vertical lines denote 95% confidence limits including the diapycnal ML 
heat loss; 
 
used to evaluate mean and eddy advection terms. In doing so, the warming effect of 
TIWs will dominate the eddy advection term. 

When the net surface heat flux is compared to the observed heat storage, large 
negative residuals are evident in the western (23°W) and central (10°W) equatorial 
ACT and a reduced residual in the eastern (0°E) equatorial ACT (Fig. 6.3, Fig. 6.4). 
In contrast, within the southern ACT region, SST variability during ACT development 



can virtually be explained by the variability in net atmospheric forcing. Hence, the 
residuals in the equatorial region need to be explained by different oceanic 
processes, which probably also vary in their relative contribution within the seasonal 
cycle. 

In the following, the respective contributions of atmosphere and ocean 
processes to the warming and cooling of the ML during the absence, development 
and mature phase of the ACT will be discussed. As the focus of this study is on the 
seasonal variability of the individual contributions to the ML heat budget, annual and 
semi-annual harmonics were fitted to the individual terms (besides of the diapycnal 
ML heat loss) before illustration (Fig. 6.4). 

 
6.2.3.1. 0°N, 23°W 

At the western edge of the ACT (23°W) in the central equatorial Atlantic, the ML 
is warmed by net atmospheric forcing (Fig. 6.1b, Fig. 6.4a) and by eddy heat 
advection. In the central equatorial Atlantic eddy heat advection is predominately 
controlled by TIWs (Jochum and Murtugudde 2006; Peter et al. 2006; Wang and 
McPhaden 1999). TIW activity here was reported enhanced in the beginning of the 
year, in boreal summer and autumn (Bunge et al. 2007; von Schuckmann et al. 
2008), which agrees with periods of elevated eddy advection in this analysis (Fig. 
5a). Cooling of the ML is achieved by subsurface processes (diapycnal mixing and 
entrainment) as well as mean heat advection (Fig. 6.4a). 

During the absence of the ACT (January to April), the ML balance is dominated 
by net atmospheric forcing and eddy heat advection, the latter contributing to a 
warming of up to 50 W m-2 in January. During March and April, when the tropical 
Atlantic is uniformly warm and the meridional gradient of SST is very weak, the eddy 
heat advection reduces to zero. 

During the development phase of the ACT (May to August) the net surface heat 
flux increases, mainly due to increased incoming solar radiation, which counteracts 
the observed cooling of SSTs. Eddy advection dominated by the effect of TIWs as 
discussed above contributes to the warming of the ML. However, there is a strong 
increase in ML cooling from zonal heat advection (60 W m-2) and entrainment (25 W 
m-2) during this phase. The elevated zonal advection term is due to the persistent 
westward flow (Fig. 6.1e) advecting cooler surface waters from the central ACT 
towards 23°W. In addition, elevated diapycnal heat loss at and below the ML further 
contributes to cool the ML: the two independent estimates for June from 2006 and 
2011, 58 W m-2 (M68/2) and 54 W m-2 (MSM18/2) respectively, agree well. The 
cooling dominated by the diapycnal heat flux and zonal heat advection is strong 
enough to reduce SSTs despite the warming due to net surface heat fluxes and eddy 
advection. 

Within the mature phase of the ACT (August to the end of the year) the net 
surface heat flux significantly warms the ML. Eddy advection still contributes 
significantly (50 W m-2) to the warming. Cooling provided by zonal heat advection 
decreases at the beginning of the mature phase, due to the reduction in surface 
velocities associated with the nSEC (Fig. 6.1e). Towards the end of the year zonal 
heat advection re-intensifies in accordance with re-intensified zonal velocities 



associated with the nSEC. The diapycnal heat flux during this period is still large. The 
two independent estimates for November from 2009 and 2012 yielded 45 W m-2 
(MSM22) and 30 W m-2 (M80/1) respectively. The meridional heat advection 
increases within this phase due to increasing meridional velocities (Fig. 6.1) and 
increasing MLD (Fig. 6.1c). Entrainment still contributes a cooling of about 15 W m-2 
during this phase. However, the gradual overall reduction of the cooling terms lead to 
a gradual increase in SSTs towards the end of the year. 

Comparison of the sum of the individual terms contributing to the ML heat 
budget and the observed heat storage reveals a large residual of 30-100 W m-2 
throughout the year, if the contribution of the diapycnal heat flux is omitted (Fig. 
6.4b). This was also reported in the recent study of Foltz et al. (2013). Similar 
residuals (around 80 W m-2) have been reported in previous observational studies 
from the central equatorial Pacific (Wang and McPhaden 1999) as well as from the 
western equatorial ACT (Wade et al. 2011), where the diapycnal contribution could 
not be estimated. Including the resolved seasonal variability of the diapycnal heat flux 
into the sum of terms reduces the residual in boreal summer and November by more 
than a factor of 2 and closes the heat budget at least within the uncertainties (Fig. 
6.4b). The diapycnal ML heat loss together with mean zonal advection are identified 
as the dominant contribution to the cooling of SSTs during ACT development at 0°N, 
23°W.  

 
6.2.3.2. 0°N, 10°W 

In the center of the ACT (10°W) the ML is warmed by the atmosphere and 
eddy advection as was observed for 23°W. The ML is cooled by subsurface 
processes (diapycnal mixing and entrainment) as well as the meridional heat 
advection (Fig. 6.4c). Zonal heat advection at this site is significantly reduced in 
magnitude compared to the western edge of the ACT (23°W). Although westward 
surface velocities associated with the nSEC are also intensified at this location (Fig. 
6.1e), the low zonal temperature gradient in the center of the ACT and shallow MLDs 
lead to reduced zonal heat advection compared to 23°W. 

During the absence of the ACT (January to April) the ML heat budget at 10°W 
is dominated by net atmospheric forcing. The largest oceanic contribution is the 
meridional heat advection cooling the ML, which balances the warming via zonal heat 
advection and eddy advection. The meridional velocity is as explained previously a 
direct response to the meridional wind forcing. Although elevated ML cooling due to 
diapycnal heat fluxes is anticipated during this period, this study lacks observational 
support for this hypothesis. 

Within the development phase of the ACT (May to August), the net heat flux 
from the atmosphere increases due to the reduction in latent heat flux due to reduced 
wind speed and an increase in the incoming solar radiation (Fig. 6.1b, Fig. 6.4c). 
Additional warming is provided by the eddy advection due to TIWs, similar as 
discussed for 23°W. However, strong subsurface cooling leads, despite these 
warming terms, to a cooling of the ML. The relative constitution of the subsurface 
cooling at this location differs from the observations at 23°W: Zonal heat advection is 
significantly reduced compared to 23°W, whereas entrainment is of similar magnitude 



cooling the ML at a rate of about 20 W m-2, which agrees with the results obtained by 
Rhein et al. (2010). The striking difference is the clear dominance of the diapycnal 
ML heat loss of up to 90 W m-2 over the other oceanic cooling contributions. As 
detailed in Hummels et al. (2013) elevated vertical shear of horizontal velocities 
increases the occurrence of shear instabilities leading to the elevated diapycnal heat 
fluxes during this phase.  

During the mature phase of the ACT (August towards the end of the year) 
atmospheric warming stays on a rather high level. The cooling due to the diapycnal 
heat flux is still of considerable magnitude, but decreasing. The dominance of the 
diapycnal heat flux within the subsurface cooling terms reduces in favor of the 
meridional heat advection, which reaches 60 W m-2 towards the end of the year. This 
increase in meridional heat advection is due to enhanced meridional velocities 
presumably caused by increased southerly winds, temperature gradients and MLDs 
(Fig. 6.1). The warming effect of the eddy advection reduces during the mature 
phase and is accompanied by the zonal heat advection actually warming the ML 
towards the end of the year. This is due to the changing sign of the zonal velocity 
(the reversal of the nSEC between August and October; Fig. 6.1e) and the 
subsequent sign change for the zonal temperature gradient occurring in November 
and December (not shown). The gradual reduction in the total subsurface cooling 
leads to a gradual increase in SSTs during this phase.  

Comparison of the sum of the individual terms of the ML heat budget to the 
observed heat storage reveals a large residual of up to 110 W m-2 when omitting the 
contribution of the diapycnal heat flux during boreal summer and autumn (Fig. 6.4d). 
This was already reported by Foltz et al. (2003), who performed a similar study at this 
location. Consideration of the diapycnal heat flux as a contributing term yields in a 
closure of the budget within the uncertainties from June to November. However, as 
further described below, ML cooling due to diapycnal mixing is likely to contribute to 
the ML budget also during the absence of the ACT.  

 
6.2.3.3. 0°N, 0°E 

At the eastern edge of the ACT (0°E) the ML is mainly warmed by the net 
atmospheric forcing and cooled by the diapycnal heat flux (Fig. 6.4e). The other 
oceanic contributions do not exceed 20 W m-2 throughout the year. Zonal heat 
advection at this location is negligible throughout the year due to reduced zonal 
temperature gradients and MLDs (Fig. 6.1c), whereas entrainment acts to slightly 
cool the ML throughout the year, similar to what has been observed at 10°W. 
However, as pointed out above the net surface heat flux is significantly reduced in 
the eastern, equatorial ACT region compared to the more western and central 
locations (23°W, 10°W, Fig. 6.1b, Fig. 6.3). Accordingly, less subsurface cooling is 
required to decrease SSTs at this location. 

During the absence of the ACT (January to April) in the beginning of the year 
the ML heat budget is determined by net atmospheric forcing and oceanic 
contributions do not exceed 10 W m-2. 

Incoming solar radiation reduces during ACT development (May to August) 
while the latent heat flux slightly increases, which leads to the reduction in net 



surface heat fluxes during this period. Concurrently, the diapycnal heat flux as 
inferred from microstructure observations during June 2006 and 2007 increases to its 
maximum value at this location of 21 W m-2 and 29 W m-2 respectively and dominates 
the subsurface cooling (Fig. 6.4e). Note, that at this location the seasonal variability 
of the diapycnal heat flux was composed from available estimates at 0°N, 0°E as well 
as around 0°N, 2°E. MLDs are observed extremely shallow at this longitude (Fig. 
6.1c). Hence, the additional subsurface cooling by diapycnal mixing, which 
superimposes on the reduced net surface heat flux, is sufficient for the strong 
decrease in SSTs. Eddy advection is negligible during this phase. At this longitude 
within the Gulf of Guinea TIWs have not been detected. Instead, Athie and Marin 
(2008) as well as the numerical simulation of Jouanno et al. (2013) suggest 
intraseasonal variability in the Gulf of Guinea dominated by wind-forced Yanai waves 
having long zonal wavelengths and a period between 10-20 days. From our analysis 
it seems that the effect of these waves with long zonal wavelengths on the eddy 
advection is significantly reduced compared to the effect of TIWs in the western 
equatorial ACT. Nevertheless they might contribute to enhance vertical shear of 
horizontal velocity and thereby favor diapycnal mixing at this location as suggested 
by Jouanno et al. (2013).  
During the mature phase of the ACT (August to the end of the year), a similar 
evolution towards the end of the year is observed as at 10°W on the equator. Net 
surface heat fluxes increase due to the increase in the incoming solar radiation. 
Meridional and eddy heat advection both contribute about 20 W m-2 during this phase 
but with opposite sign. The cooling by the diapycnal heat flux reduces, which leads 
together with the increased warming by the atmosphere, to the retraction of the ACT 
towards the end of the year. 

Comparison of the sum of individual terms to the ML heat budget and the 
observed heat storage reveals a residual of up to 30 W m-2 when omitting the 
contribution of the diapycnal heat flux (Fig. 6.4f), which is within the uncertainties at 
this location. However, if the diapycnal heat flux is included, the residual reduces 
minimum by a factor of 2 (Fig. 6.4f). Even if reduced in magnitude compared to the 
western and central equatorial region, the diapycnal heat flux provides the largest 
subsurface cooling term within the development phase of the ACT and hence seems 
to supply the essential contribution to cool SSTs.  

No detailed observational study of the ML heat budget as far east as 0°E in 
the Gulf of Guinea has been published so far. Wade et al. (2011) determined the 
individual terms of the ML heat budget for considerable larger regions (about 5° 
latitude and 9° longitude). Their box 5, representative for a region including 0°N, 0°E, 
shows a considerable larger residual term of maximum 80 W m-2 during ACT 
development, which they associated with the diapycnal heat flux. Note, though that 
their box 5 extends until 6°W, where the diapycnal heat flux may still be elevated 
compared to 0°E. In addition, their estimate of the net surface heat flux within this 
box ranges from 50-120 W m-2 and is above our estimates at 0°N, 0°E especially 
during ACT development (Fig. 6.1b). Thus, for their study a larger cooling by oceanic 
processes is required to match the observed heat storage. 

 



6.3. Summary and discussion 
A unique multi-cruise microstructure data set, observations from the PIRATA 

buoy network as well as climatological data sets are used to investigate the individual 
contributions to the seasonal ML heat budget at four different locations within the 
ACT region with a special focus on the role of the diapycnal heat flux. The ML 
budgets within different phases of the seasonal cycle associated with the absence, 
development and mature phase of the ACT are described. Microstructure 
observations allowed estimating the contribution of the diapycnal heat flux within the 
entire ACT region directly and not as a residual as has been done previously (Foltz et 
al. 2003; Foltz et al. 2013; Wade et al. 2011; Wang and McPhaden 1999). Here, the 
heat budgets are presented for four PIRATA buoy sites at 0°N, 23°W; 0°N, 10°W; 
0°N, 0°E thus extending the work of Hummels et al. (2013) focusing on the heat 
budget at 0°N, 10°W. The major result is that the diapycnal heat flux is a dominant 
cooling term for the ML heat budget in the entire equatorial Atlantic during ACT 
development. Towards the eastern equatorial ACT region, the discrepancy between 
the net surface heat flux and the observed heat storage diminishes. Likewise the 
magnitude of diapycnal heat flux is reduced from the western, equatorial ACT 
towards the east in observations (Hummels et al. 2013) and models (Jouanno et al. 
2011b). However, even in the eastern equatorial ACT it was found to be the largest 
contribution to ML cooling.  

The dominance of the diapycnal ML heat loss within the entire equatorial region 
has been suggested from modeling studies (Jouanno et al. 2011b; Peter et al. 2006), 
but up to now was only assessed from direct observations for 0°N, 10°W (Hummels 
et al. 2013). Note that the results for 0°N, 10°W presented here are essentially the 
same as in Hummels et al. (2013) although different data sets are used for the 
surface velocities and the net surface heat fluxes. This points towards the fact that 
the obtained results concerning the individual contributions at this location are rather 
robust. Outside of the equatorial region, the variability of ML heat content within the 
ACT is set by net atmospheric forcing and horizontal advection. 
 The ML heat budget during the development of the ACT from May to August in 
the equatorial ACT region consists of the warming by net atmospheric fluxes and 
eddy advection and cooling by subsurface processes and horizontal advection. The 
cooling is dominated by the diapycnal heat flux at the base of the ML within the entire 
equatorial ACT. Eddy advection, which is associated with the lateral advection of 
heat by intraseasonal waves, moderates the cooling within the western and central 
equatorial ACT. Within the southern ACT region the cooling of SSTs during ACT 
development is driven by net atmospheric forcing. 

During the mature phase of the ACT (August to the end of the year) net 
atmospheric forcing increases throughout the ACT region. Additional warming by 
eddy advection is still present. In the equatorial belt the cooling by the diapycnal heat 
flux decreases, while meridional heat advection becomes more important in cooling 
SST towards the end of the year.  

During the absence of the ACT (January to April), the increase in ML heat 
content at all locations within the ACT is dominated by net atmospheric forcing. The 



role of diapycnal heat fluxes during this period is hardly resolved from the multi-cruise 
data set. This will be further discussed below. 

In general, the observed heat storage can be explained by the sum of terms, if 
the diapycnal heat flux is included. However, residuals between the sum of 
contributing terms remain especially within the western equatorial ACT at 0°N, 23°W. 
In addition, the uncertainties attributed to the sum of contributing terms are rather 
large. It should be noted though that here the 95 % confidence limits were presented, 
while in other studies only the standard error is considered. In the study of Foltz et al. 
(2003), the residual excluding the diapycnal ML heat loss at 23°W on the equator is 
of maximum 50 W m-2 and only present during the first half of the year. In a more 
recent study Foltz et al. (2013) revised this estimate using another surface velocity 
product. The differences between Foltz et al. (2003) and the results presented here 
can be attributed to extremely large zonal advection on the order of about 120 W m-2 

during June-August and extremely low eddy advection from October to December, 
which reduce the residual in Foltz et al. (2003) during the second half of the year. 
Hence, the use of other surface velocity climatologies can lead to different results for 
the heat advection terms. This is also illustrated in Appendix B and demonstrates the 
necessity for improved surface velocity fields in order to get reliable estimates for the 
heat advection terms and their effect on the ML heat budget. 
 Unfortunately, and due to the scheduling of the microstructure measurement 
program the variability of the diapycnal heat flux during the absence of the ACT is not 
adequately resolved. However, Hummels et al. (2013) described a close agreement 
of the variability in the magnitude of turbulent parameters and the variability of large 
scale shear and stratification levels. Due to this good correspondence of vertical 
shear of horizontal velocities (𝑆!) and stratification (𝑁!) and the observed mixing 
intensities below the ML in the ACT region, Hummels (2012) proposed a simple 
relation of the form 𝜀 = 𝑎 ∙ 𝑅𝑖!  in order to estimate the seasonal variability of 
dissipation rates from observations of shear and stratification only. Here 𝑅𝑖 =
𝑁! 𝑆!  is the gradient Richardson number. The coefficients a and b were best fit to all 
available cruise data for the equatorial ACT region directly below the ML (MLD+5 m-
MLD+20 m), which resulted in a= 4 x 10-8 and b=-1.2. To obtain this fit, shear was 
calculated from horizontal velocities observed with the vessel mounted ADCPs, 
which had a bin size of 8 m. This simple relation seemed to provide reasonable 
results in terms of magnitude and seasonal variation of the dissipation rates and 
further inferred diapycnal ML heat losses when applied to independent shear and 
stratification observations. 
 Independent observations of stratification were estimated from the subsurface 
measurements of temperature and salinity at fixed depths at the PIRATA buoys at 
10°W and 23°W on the equator. Vertical shear of horizontal velocity was obtained 
from ADCPs moored in the proximity of the PIRATA buoy locations. Using the above 
mixing parameterization, the diapycnal ML heat loss on the equator at 23°W ranges 
on average between 22 W m-2 at the beginning of the year and 45 W m-2 during early 
summer (Fig. 6.5a). Here only data of 2002 and 2009-2012 were used, as within 
these years shear and stratification directly below the ML were adequately resolved. 
Maximum summer heat losses due to diapycnal mixing within the individual years 



from this method range between 33 W m-2 and 67 W m-2, which covers the range 
estimated directly from shipboard microstructure observations in summer (58 W m-2 

and 54 W m-2). Similar good correspondence is found at 10°W on the equator, where 
on average the parameterized diapycnal heat flux ranges between 40 W m-2 and 65 
W m-2, whereas individual summer maxima range between 70 W m-2 and 80 W m-2 
compared to the maximum 90 W m-2 inferred from direct microstructure observations. 
Hence, this additional analysis tends to support the seasonal estimates obtained with 
the direct microstructure observations and could provide an estimate of the entire 
seasonal cycle of the diapycnal ML heat loss. In addition, the parameterized 
diapycnal ML heat losses suggest that even during the absence of the ACT the 
diapycnal ML heat loss is among the largest cooling terms in the western equatorial 
ACT. Incorporating these parameterized seasonal cycles of the diapycnal ML heat 
loss into the equatorial ML balances at 23°W and 10°W would lead to the closure of 
the ML heat budgets for the entire seasonal cycle within the uncertainties. 

  

Fig. 6.5: Monthly averages of diapycnal ML heat loss estimated from shear and stratification 
observations at the PIRATA buoy sites 0°N, 23°W (a) and 0°N, 10°W (b) (heavy black lines 
averaged over the years 2002 and 2009-2012 for (a) and 2006-2007 and 2009 for (b)) and monthly 
averages of the individual years (dashed grey lines). Black circles mark the diapycnal ML heat 
loss estimated from microstructure observations together with their confidence limits as 
presented in Fig. 4.4a and c respectively. 
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Large-scale ocean-atmosphere interaction in the tropical Atlantic is an important 
driver of climate variability. It undergoes strong changes under current global 
warming conditions. Increasing sea surface temperatures (SSTs) (Deser et al. 2010; 
Xie et al. 2010) are associated with distinct changes in sea surface salinity (SSS) 
pattern (e.g. Durack and Wijffels 2010), which were predicted by climate models as 
the result of an increased hydrological cycle (e.g. Allen and Ingram 2002). However, 
the physical processes dominating the oceans´ heat and salinity balances in the 
mixed layer (ML), which interact with the overlying atmosphere, are often poorly 
understood. A particular phenomenon in the Eastern Equatorial Atlantic (EEA) is the 
annual development of a region of cold SSTs. This so called Atlantic cold tongue 
(ACT) forms in boreal spring/summer, when the south easterly trades intensify 
(Philander and Pacanowski 1981), and retracts toward the end of the year resulting 
in uniformly warm SSTs within the tropical Atlantic. Minimum temperatures of about 
22°C are reached within the “center” of the ACT at approximately 10°W (Jouanno et 
al. 2011b). This is a reduction of about 6°C compared to maximum SSTs occurring 
during late boreal winter and spring, before the onset of the ACT. The seasonal cycle 
of SST is most pronounced at this location. Towards the western and southern edges 
of the ACT the seasonal cycle of SST is still evident, but temperatures do not reach 
the minimum values found at 10°W at the equator. The interannual variability of the 
SSTs within the ACT is small in amplitude compared to the seasonal cycle. 
Nevertheless it is of climatic relevance: significant correlation was found between 
interannual variability of ACT and the West African Monsoon (WAM) (Brandt et al. 
2011a; Caniaux et al. 2011). 

A number of different processes lead to spatial and temporal variability of upper 
ocean temperatures and salinities on diurnal, intraseasonal, seasonal, interannual 
and longer time scales. Besides atmospheric forcing and horizontal advection 
through the currents, the ML is also influenced by vertical entrainment and diffusion 
through the ML base. However, the role of the different processes in the ML heat and 
ML salinity (MLS) budgets is still under debate. 

In this study an extensive in-situ dataset is used to investigate the ML heat and 
salinity budgets concurrently. Hydrographic, oceanic microstructure, and atmospheric 
data collected during two expeditions on R/V Maria S. Merian (MSM) in 
spring/summer 2011 have been combined with simultaneous high-resolution 
temperature and salinity data from a glider swarm experiment. During this glider 
swarm experiment six gliders were deployed to measure hydrographic properties 
between 2°S and 2°N (one glider track was extended to 4°S) and between 23°W and 
10°W.  In the following we refer to the observational experiment as the “Cold Tongue 
Experiment” (CTE). The CTE data set is further augmented by temperature and 



salinity profiles from Argo floats and 
time series from PIRATA buoys and 
subsurface moorings. 

In contrast to former studies, that 
concentrated on single mooring 
locations or empirically defined boxes 
and examined seasonal ML heat 
budgets (Foltz et al. 2003; Hummels et 
al. 2013; Jouanno et al. 2011a; Peter 
et al. 2006; Wade et al. 2011), 
seasonal MLS budgets (Da-Allada et 
al. 2013), seasonal SST variability 
(Carton and Zhou 1997) or seasonal 
SSS variability (Bingham et al. 2012; 
Dessier and Donguy 1994), this study 
aims to estimate all terms contributing 
to the ML heat and MLS budgets as an 
average over the entire region 
associated with the western ACT (Fig. 7.1). Due to the amount of ship time required 
to obtain such an extensive in-situ data set, the CTE covers only two months of the 
year 2011. The CTE was scheduled between May and July to focus on the 
processes responsible for the variability of SST and SSS during the development 
phase of the ACT. 

 
7.1. Data and methods 

To determine the various components of the ML heat and salinity budgets, 
observations of various parameters were required at adequate resolution, i.e. data for 
all heat and freshwater flux components between atmosphere and ocean, 
microstructure data to quantify oceanic mixing processes, ocean velocities and the 
hydrography of the ML itself. The strategy pursued here, which is explained in more 
detail below, requires complementing the in-situ data base with further products, 
such as satellite observations, reanalysis products for ocean-atmosphere heat and 
freshwater fluxes, surface and ML velocities and the output of a high-resolution 
assimilation model run. In this study, salinities are reported in practical salinity units 
(PSS-78). 

 
7.1.1. Box-averaging strategy 

In-situ data collected during the CTE indicate that the ML within the ACT region 
is characterized by relatively homogenous water mass. Elevated meridional 
temperature gradients limit the ACT region to the south between 3°S and 4°S and to 
the north between 1°N and 3°N. Maximum meridional temperature gradients from 
satellite SST at 3-day resolution were used to define the meridional extent of the ACT 
(Fig. 7.1). The zonal boundaries of the ACT box were set to 23°W and 10°W based 
on the availability of ship and glider data. To compare the distinct characteristics of 
the heat and salinity budgets of the ACT region, a second box located to the north of 

Fig. 7.1: Box edges (black lines) and SSTs from 
TMI (Background colors) between 14th and 17th of 
June 2011. “ACT” describes the area associated 
with the Atlantic cold tongue (ACT box), while the 
northern box is denoted “North”. 



the ACT between the northern ACT boundary and a fixed boundary at 8°N (Fig. 7.1) 
was defined. Boxes used for the model analysis followed exactly the same approach. 
All individual contributions to the ML heat and salinity budgets were calculated either 
from individual profiles or from a regular 1°x1°-grid and subsequently averaged in the 
two boxes. 

 
7.1.2. Ship data 

During the two research cruises “MSM18/2” and “MSM18/3”, lasting from the 
11th of May to the 11th of July, profiles with a conductivity, temperature and depth 
(CTD) probe were acquired, as well as continuous observations of the upper ocean 
temperature and salinity with a thermosalinograph (TSG) (Fig. 7.2). CTD profiling 
was performed with a SeaBird 911 CTD rosette system and measured salinity was 
calibrated against bottle salinity samples analyzed with a Guildline Autosal 
salinometer. The TSG data was recorded every minute using a SeaBird 38/45 
system with an intake located at 6.5 m depth in the front of the ship. The TSG 
observations were calibrated against CTD data from 6-7 m depth and later 
considered as additional ML temperature (MLT) and MLS observations for the box 
and time averaging and for the comparison with satellite observations. 

Along with the CTD profiles microstructure observations were performed at 
almost all stations. The microstructure data was collected using an MSS-90D profiler 
manufactured by Sea&Sun Technology. It was equipped with two shear sensors, a 

Fig. 7.2: Observations during the cold tongue experiment conducted between May and July 
2011. Colored lines denote the glider tracks, dashed black lines show cruise tracks, and black 
dots are CTD stations. Background colors show 3-month mean SSS from SMOS with contour 
interval 0.1, while contour lines show 3-month mean SST from TMI in °C. Contour interval is 0.5 
°C. 
 



fast temperature sensor, an acceleration sensor and a tilt sensor, plus a set of slower 
response standard CTD sensors. The data was sampled at a rate of 1024 Hz. A 
detailed description of the probe is given in Prandke and Stips (1998). From the 
observed velocity-microstructure it is possible to derive the dissipation rate of 
turbulent kinetic energy (TKE), from which the diapycnal fluxes of heat and salt can 
be estimated. The dissipation rate is calculated under the assumption of isotropic 
turbulence from the shear wavenumber spectrum ( 𝐸!𝒖!

!"
). The spectrum is 

integrated between dynamically adapted wavenumber limits with 
𝜀 = 7.5  𝜈 𝐸!𝒖!

!"
𝑘 𝑑𝑘!!"#

!!"#
 to estimate the dissipation rate 𝜀  (𝜈  is the kinematic 

viscosity of seawater). Due to the limited resolved wavenumber band, a variance loss 
correction is applied according to the universal Nasmyth spectrum (Oakey 1982). 
The derivation of dissipation rates followed here is described in detail in Schafstall et 
al. (2010) and Hummels et al. (2013). 

Shipboard observations of atmospheric properties during CTE included 
measurements of the downward shortwave radiation flux with a pyranometer and the 
downward longwave radiation flux with a pyrgeometer every 2 seconds (for a 
description of the devices and the data processing see Kalisch and Macke (2012)). 
Precipitation was monitored using an optical disdrometer (Großklaus et al. 1998) and 
the ship´s rain gauge (Hasse et al. 1998). A description of the analysis inferring 
precipitation from the ship´s rain gauge is given by Bumke and Seltmann (2012). The 
reflected shortwave radiation was computed according to Taylor et al. (1996), while 
upward longwave radiation (𝐹!"↑ ) was calculated according to the Stefan-Boltzmann 
law, 𝐹!"↑ = 0.97𝜎𝑆𝑆𝑇!, where 𝜎 is the Boltzmann constant, assuming an emissivity of 
0.97 for the sea surface. Turbulent heat fluxes and evaporation were computed from 
the ship´s weather station data by using the parameterization of Bumke et al. (2014). 
They estimated the bulk transfer coefficients for latent and sensible heat and the drag 
coefficient with the inertial dissipation method and compared their fluxes with the 
fluxes estimated with latest version of the COARE algorithm (Fairall et al. (2003)). 
We also calculated the turbulent fluxes and the evaporation with the COARE 
algorithm which yielded only marginal differences in the final fluxes, similar to the 
findings of Bumke et al. (2014). 
 
7.1.3. Glider data 

Six autonomously operating Slocum electric gliders provided temperature and 
salinity profiles at approximately 3-4 km horizontal resolution and to maximum depths 
of 800 m. Altogether ten glider deployments, mostly along meridional sections (Fig. 
7.2), were performed during the CTE, yielding in a total of about 5600 profiles. 
Thermal lag hysteresis in salinity calculations was corrected by applying the method 
of Garau et al. (2011), where four correction parameters are determined by 
minimizing the area between two temperature-salinity curves of successive CTD-
casts.  

 
 



7.1.4. Auxiliary datasets 
7.1.4.1. Hydrographic data 

Temperature and salinity profiles from Argo floats (provided by the US Global 
Ocean Data Assimilation Experiment (USGODAE)) and time series of temperature 
and salinity from the moored PIRATA buoys (provided by the Pacific Marine 
Environmental Laboratory (PMEL)) were used to further supplement the 
hydrographic dataset during the CTE as a part of a large hydrographic dataset.  

 
7.1.4.2. Atmospheric data 

Several atmospheric data products for the surface radiative and turbulent heat 
fluxes and the freshwater flux were compared. In particular, the data from the ERA-
Interim reanalysis (Dee et al. 2011) from the European Centre for Medium-Range 
Weather Forecasts (ECMWF) was available for the net shortwave radiation, net 
longwave radiation, latent and sensible heat flux, evaporation and precipitation. They 
provide 12-hourly data at 0.75° resolution. The second product that provides all 
relevant surface fluxes is the NCEP2 reanalysis (Kanamitsu et al. 2002) from the 
National Center for Environmental Prediction (NCEP) with daily fields at 1.875° 
resolution. All radiative and turbulent heat fluxes together with evaporation are also 
available as TropFlux products (Praveen Kumar et al. 2012) on a 1° grid in the 
tropics (30°S-30°N) and at daily resolution. On the same spatial and temporal 
resolution latent heat flux and evaporation were taken from the Objectively Analyzed 
air-sea fluxes (OAFlux) data from Woods Hole Oceanographic Institute (Yu et al. 
2008). All daily averaged datasets were compared with daily averages of onboard in-
situ observations. The best agreement between the different radiative or turbulent 
fluxes and the ship-based observations was achieved with different data products. 
However, the best general agreement was achieved with the TropFlux product and 
the turbulent heat fluxes, evaporation, as well as net surface shortwave and 
longwave radiation are in the following taken from the TropFlux product. 

Precipitation estimates were taken from the Advanced Microwave Scanning 
Radiometer (AMSR-E) onboard the NASA Aqua spacecraft, from the TRMM 
Microwave Imager (TMI) onboard the Tropical Rainfall Measurement Mission 
(TRMM) satellite, as well as from the Special Sensor Microwave Imager Sounder 
(SSMIS) F17 onboard the DMSP satellite. From all three products daily averages at a 
quarter-degree resolution were statistically compared against the direct shipboard 
observations with the method of Bumke et al. (2012). The analysis revealed by taking 
the statistical parameters into account, that the AMSR-E satellite precipitation 
product was closest to the observations and it was finally chosen. 

 
7.1.4.3. SST and SSS data 

SST data was taken from the TMI onboard the TRMM satellite to calculate 
horizontal SST gradients required to estimate the advective contribution to the heat 
budget.  

Horizontal SSS gradients were calculated based on the SMOS data. SMOS 
SSS measurements on a 1°x1°-grid and with 10-day composites have, compared to 
Argo SSS, a current bias of ~0.3-0.4 (Boutin et al. 2012; Reul et al. 2012).  



7.1.4.4. Velocity data 
Surface velocities within the entire study region were required to estimate the 

advection terms. The Ocean Surface Current Analysis Real-time (OSCAR) product is 
used, which is derived from sea level measurements, wind stress and SST data 
(Lagerloef et al. 1999). This dataset represents vertically averaged geostrophic and 
Ekman velocities in the upper 30 m of the ocean (Bonjean and Lagerloef 2002). The 
filtered version of this dataset at a horizontal resolution of 1°x1° with a temporal 
resolution of 5-days is used here. Explanation and validation of the OSCAR product 
as well as error estimates are described in Johnson et al. (2007).  

 
7.1.4.5. Mercator assimilation model 

In addition to the observation based data products, we used the “Mercator 
Global operational System PSY2V4R2” model output in our analysis to estimate the 
horizontal advection terms and the entrainment. The model output corresponds to a 
simulation that assimilates SST and sea level anomaly (SLA) fields, temperature and 
salinity profiles, and a mean dynamic topography. Three-dimensional fields of zonal 
and meridional velocities, temperature and salinity are provided as output. The 
horizontal resolution is 1/12°x1/12° (9 km at the equator; decreasing poleward) with 
daily fields. There are 36 vertical levels in the first ~1000 meters. In the model, the 
vertical grid spacing changes from nearly one meter close to the surface to about 150 
meters at 1000m depth (Lellouche et al. 2013). 

 
7.1.4.6. Data for the mean seasonal cycle of MLS 

The seasonal salinity budgets were estimated at the locations of three PIRATA 
buoys at the equator, 10°W and 23°W, and at 4°N, 23°W. A unique dataset of 
microstructure shear and temperature profiles and CTD salinity profiles was used to 
estimate the dissipation rates of TKE. The dataset was collected during 9 cruises to 
the ACT region carried out in different seasons between 2005 and 2012. A detailed 
description of data set and post-processing procedures are given in Hummels et al. 
(2013) and in Hummels et al. (2014). For this study, the dataset was supplemented 
by microstructure data from the R/V Maria S. Merian cruise MSM18/3. From this data 
set, profiles were used taken in the latitude range +/-2° and in the longitude range +/-
0.3° relative to the nominal locations of the three selected PIRATA buoys. 
 All available buoy and mooring data, as the essential database for this part of 
the study, from January 1999 to December 2012 (first dates used: 01/30/1999 for 
0°N,10°W; 03/07/1999 for 0°N,23°W; 06/12/2006 for 4°N,23°W) and several 
climatological products were used. Surface velocities were constructed from a 
combination of the YOMAHA´07 data set (Lebedev et al. 2007) and available surface 
drifter trajectories (Lumpkin and Garzoli 2005). The YOMAHA´07 velocities were 
derived from Argo float trajectories and provided by the Asia-Pacific Data Research 
Center and the International Pacific Research Center (APDRC/IPRC). A detailed 
description of the wind-slip correction and the construction of the combined velocity 
product is given in Perez et al. (2013). 
 The horizontal salinity gradients were constructed from the global monthly 
mean salinity dataset from the Japan Agency for Marine-Earth Science and 



Technology (JAMSTEC). This dataset is derived from Argo float observations which 
are binned to 1°x1° monthly means from January 2001 ongoing (Hosoda et al. 2008). 
We used the data until December 2012. The periods of data coverage from satellite 
observations of SSS, SMOS started in November 2009 and Aquarius in July 2011, 
aren´t long enough for a robust seasonal cycle. 
 Monthly means from AMSR-E precipitation (beginning in June 2002) and 
TropFlux evaporation (beginning in January 1999), and 3-day averages of SMOS 
SSS (beginning in January 2010) and TMI SST (beginning in January 2010), until 
December 2012 were used as well. The MLD climatology of de Boyer Montégut et al. 
(2004) was implemented to derive the horizontal gradients of the MLD. The MLDs 
were interpolated on a 1°x1° grid and the gradients were estimated with central 
differences on that grid. 
 
7.1.5. Methodology 
7.1.5.1. Heat and salinity budgets 

The ML heat balance can be expressed as follows (Foltz et al. 2003; 
Stevenson and Niiler 1983) 

𝜌𝑐!ℎ
!"
!"
= −𝜌𝑐!ℎ 𝒖 ∙ ∇𝑇 + 𝒖! ∙ ∇𝑇! − 𝜌𝑐!𝑤!∆𝑇 + 𝑞! + 𝑅 (1) 

T is the MLT, t is time, h is the MLD, 𝒖 is the ML-averaged horizontal velocity, 𝒖! and 
𝑇! are deviations from the temporal average (the temporal average is denoted with 
an overbar), ∆𝑇 = 𝑇 − 𝑇!! is the difference between T and the temperature at the 
base of the ML(𝑇!!) and 𝑤! the entrainment velocity. 𝜌 is the density of the ML, 𝑐! 
the specific heat capacity at constant pressure and 𝑞! is the net heat flux through the 
ocean´s surface corrected for the penetrative shortwave radiation through the ML 
base.  
 The local heat storage on the left hand side of equation (1) is balanced by 
horizontal temperature advection (divided into a mean and an eddy part), 
entrainment into the mixed layer, net surface heat flux and a residual term R. The 
residual represents the sum of all unresolved physical processes and the 
accumulation of errors from the other terms. The net heat flux at the ocean´s surface 
is the sum of the net (incoming minus reflected) shortwave radiation - corrected for 
the amount penetrating below the ML -, the net longwave radiation, the latent heat 
flux and the sensible heat flux.  

Similarly the balance for MLS is after e.g. Delcroix and Hénin (1991) given by: 
ℎ !"
!"
= −ℎ 𝒖 ∙ ∇𝑆 + 𝒖! ∙ ∇𝑆! − 𝑤!∆𝑆 + (𝐸 − 𝑃)𝑆 + 𝑅  (2) 

S is the MLS, 𝑆! is the deviation from the temporal average, E is the evaporation, P is 
the precipitation, and ∆𝑆 = 𝑆 − 𝑆!! is the difference between S and the salinity at the 
base of the ML(𝑆!!). The first term on the right hand side of equation (2) describes 
the horizontal advection of salinity (divided into a mean and an eddy part) and the 
second term represents salinity entrainment through the ML base. The third term is 
the freshwater flux through the ocean´s surface, while R again represents the 
residual including the sum of all unresolved physical processes and the accumulated 
errors from the other terms. 



 According to  Stevenson and Niiler (1983) the entrainment velocity can be 
defined as 

𝑤! = 𝐻(!!
!"
+ 𝑤!! + 𝒖 ∙ ∇ℎ) . (3) 

The entrainment velocity thereafter is the sum of the local change in MLD with time, 
the vertical velocity 𝑤!! at the ML base and the horizontal advection of MLD (𝒖 ∙ ∇ℎ). 
Only the upward movement (entrainment) in equation (3) was considered because 
downward movement (detrainment) does not affect the temperature or the salinity in 
the ML. This constraint was implemented with the use of the Heaviside unit function: 
𝐻 𝑥 = (1, 𝑥 ≥ 0 and 0, 𝑥 < 0). 
 In this contribution, the different terms of equation (1) and (2) were estimated 
for the two boxes described in section 2.1 for the period of the CTE using 10 day time 
steps as well as for the PIRATA buoy sites at 4°N and the equator at 23°W and at the 
equator at 10°W using monthly-averaged data. The different methodologies used to 
determine the individual contributions are described in the following. 
 
7.1.5.2. Methodology to derive heat and salinity budget terms 

This section describes the calculation of the individual quantities and terms 
from the equations (1) and (2). For all quantities the calculation for the CTE is 
described at first and followed by the calculation for the mean seasonal cycles at the 
PIRATA buoys. 

 
Mixed layer depth 
The ML can be defined as the surface layer of constant potential density and 

hence the depth where the density starts to increase is the MLD. Another definition of 
the ML is a surface layer of constant temperature. Here, the depth where the 
temperature starts decreasing is called isothermal layer depth (ILD). The ILD was 
determined as the depth at which temperature is 0.5°C lower than the temperature 
averaged between 2 and 6 meters depth. The MLD was defined as the depth where 
the potential density has increased equivalently to a temperature decrease of 0.5°C 
while salinity and pressure are held constant. The required potential density increase 
was about 0.15 kg m-3, slightly varying with SSS. We avoided effects of diurnal 
cycles in MLD/ILD for the temporal averaging of fluxes through the ML base by using 
these definitions. Diurnal cycles were present when using 0.2°C ILD-criterion 
(corresponding to a MLD-criterion of ~0.06 kg m-3). No significant difference between 
MLD and ILD was found in the high resolution glider data at all locations. Therefore 
the simpler temperature criterion was chosen for our definition of the MLD. 

To estimate the seasonal cycles the daily mean MLDs were averaged for all 
days of the year using all available data from January 1999 to December 2012. 
Afterwards monthly means were constructed. From these the temporal evolution of 
the MLD was calculated as well. 

 
Horizontal advection 
For the CTE, horizontal advection was not separated into mean and eddy 

contribution, because the time period of the CTE was too short. Here total advection 



of heat and salinity were estimated 1) by combining velocities from the OSCAR 
product with horizontal temperature and salinity gradients from satellites respectively 
and 2) from the Mercator assimilation model output. Horizontal gradients of satellite 
SST and SSS were calculated using central differences of the 1/4° gridded data set 
that were subsequently averaged onto the OSCAR-native 1°x1° grid. Finally, the 
1°x1° advection terms were spatially averaged for the two boxes described in section 
7.1.1. 

Velocities from the Mercator assimilation model were averaged in the upper 30 
m using trapezoidal integration in order to be comparable to the OSCAR estimates. 
Advection of heat and salinity were then estimated on the 1/12°x1/12° grid and 
subsequently averaged for the two boxes described above. Finally, the advective 
terms from the OSCAR/satellite product and from the model were temporally-
averaged as 10-day means.  

A comparison of the spatially averaged advection terms in the two boxes 
showed that zonal heat and salinity advection determined from the model output was 
smaller compared to those determined from the OSCAR/satellite product (not 
shown). The main reason for the difference is the generally weaker zonal velocity of 
the Mercator assimilation model output compared to the OSCAR estimates for the 
CTE period.  

To obtain a mean seasonal cycle of horizontal salinity advection, mean and 
eddy advection were calculated separately at the PIRATA buoy sites. For the mean 
salinity advection, monthly mean velocities were calculated on a 1°x1° grid from all 
available float and drifter data. The monthly mean horizontal gradients of SSS from 
float observations were calculated with central differences on the same 1°x1° grid 
and afterwards averaged for the mean seasonal cycle. Note, that the salinity 
climatology captures only the time from January 2001 to December 2012. 

Eddy salinity advection, (𝒖′ ∙ ∇𝑆′), was estimated for the equatorial moorings by 
assuming a correlation between temperature and salinity fluctuations. Using the eddy 
temperature advection (𝒖′ ∙ ∇𝑇′) the eddy salinity advection was calculated via 

𝒖′ ∙ ∇𝑆′ ≈ 𝒖′ ∙ ∇𝑇′ 𝜹𝑺
𝜹𝑻

 .    (4) 
 The eddy temperature advection is calculated indirectly as the residual of the 
mean horizontal advection, estimated with the mean TMI SST and the 
aforementioned mean velocities (Hummels et al. 2014), and the total horizontal 
advection, estimated by the difference between total time derivative and local time 
derivative of SST (Swenson and Hansen 1999). The total time derivative of SST is 
calculated from SST changes along Lagrangian drifter trajectories. The local time 
derivative is estimated from monthly averaged TMI SSTs. The regression of SSS and 
SST (𝜹𝑺

𝜹𝑻
) was calculated on a monthly basis by using three years (2010-2012) of 3-

day averages of satellite SSS and SST observations in a box 2.5°x2.5° around the 
buoy locations and daily PIRATA SSS and SST observations from 1999 to 2012. The 
regression coefficient for one climatological month is calculated separately for the 
satellite and the buoy observations by taking the slope of the regression line of all 
pairs of SSS and SST observations in the particular month in all years. Finally the 
monthly mean of the monthly satellite and buoy regression coefficients are used. The 



two independent estimates of the regression of SSS and SST are very similar with 
regard to their seasonal cycle and their annual means. 
 
 Entrainment 
 Entrainment was calculated from the Mercator assimilation model output only. 
There were no observational vertical velocity estimates available for the period of the 
CTE. The vertical velocity at the ML base was calculated using the continuity 
equation 𝑤!! = ℎ(∇ ∙ 𝒖). Horizontal gradients of ML velocity and MLD were estimated 
with central differences on the 1/12°x1/12° model grid. Local changes in MLD were 
derived on a daily basis. 

Entrainment for the mean seasonal cycles at the PIRATA buoy locations was 
calculated from the MLD gradients, the horizontal divergence of the monthly mean 
horizontal velocities and the local time derivative of the MLD. 

 
Surface heat and freshwater fluxes 
All atmospheric datasets were re-gridded linearly on a 1°x1° grid and for the 

surface freshwater flux combined with box- and time-averaged MLS and MLD. The 
penetrative shortwave radiation was calculated following Wang and McPhaden 
(1999) assuming an exponential decay of surface shortwave radiation with 25 m e-
folding depth for the North box and 15 m for the ACT box. The smaller e-folding 
depth (i.e. stronger absorption of shortwave radiation) in the ACT region follows from 
enhanced chlorophyll concentrations near the equator (e.g. Grodsky et al. 2008). 

For the seasonal cycles of the surface freshwater flux monthly means of all 
atmospheric datasets were used and averaged in mean months of the year. These 
were combined with monthly means of MLS and MLD estimated with the PIRATA 
buoy data. 
 
 Diapycnal diffusivities and fluxes 
 In regions where the stratification is dominated by temperature the diapycnal 
diffusivities of heat and mass are similar (𝐾! = 𝐾!, e.g. Peters et al. (1988)). Using 
the observed dissipation rates the diapycnal diffusivity of mass was estimated 
following Osborn (1980) 

𝐾! = Γε𝑁!!   (5) 
N2 is the buoyancy frequency and Γ  is the turbulent mixing efficiency. Γ  is set 
constant to 0.2, which is commonly used in several other studies (e.g., Moum et al. 
(1989); Hummels et al. (2013)). Further, the diapycnal heat flux was estimated using 

𝐽!!"# = −𝜌𝑐!𝐾!
!"
!"

   (6) 
For shear-driven turbulence the diapycnal diffusivity of salt (𝐾!)  is equal to the 
diapycnal diffusivity of heat (e.g., Osborn and Cox (1972); Osborn (1980); Schmitt et 
al. (2005)) and, thus, equal to the diapycnal diffusivity of mass (𝐾! = 𝐾! = 𝐾!). With 
this assumption the diapycnal salt flux was calculated using 

𝐽!"#$ = −𝐾!
!"
!"

  (7) 



Diapycnal diffusivities, vertical temperature gradients, and vertical salinity gradients 
were averaged vertically in this study between 5 and 15 meters below the ML base. 
The upper boundary was chosen to exclude ML values from the average. Lien et al. 
(2008) and Hummels et al. (2013) showed that the diapycnal heat flux is highly 
divergent in the vertical and rapidly decreases below the ML base. Therefore, the 
average within the narrow layer between 5 and 15 meters below the ML base was 
used. Due to the limited amount of microstructure profiles available and the large 
variability inherent in turbulent mixing in the ocean, diapycnal fluxes were averaged 
for two periods: (1) the first half of the CTE (May until mid-June) and (2) the second 
half of the CTE (mid-June/July). To these two periods will be referred later in section 
3, when the ML budgets are described. For the seasonal cycles monthly means of 
the diapycnal salt flux were calculated. Uncertainties of the fluxes were estimated 
from error propagation and boot strapping as detailed in Hummels et al. (2013). 
 
7.2. Results 
7.2.1. The ACT in boreal summer 2011 
7.2.1.1. Surface observations of temperature and salinity 

The long-term observations of SST and SSS at the PIRATA buoy sites at 23°W 
and 10°W on the equator can be used to investigate the exact timing of ACT 
development during 2011 with respect to the climatological cycles (Fig. 7.3). At 23°W 
(western part of ACT region) SST (Fig. 7.3a) and SSS (Fig. 7.3b) in 2011 align well 
with the average seasonal cycle. In contrast, in the center of the cold tongue at 
10°W, the onset of the cooling was approximately one week earlier and the cooling 
was stronger in 2011 compared to the climatology (Fig. 7.3c). Similar, SSS exhibited 
an earlier and stronger increase this year (Fig. 7.3d). The comparison shows that the 
time period of our experimental campaign (May-July 2011) was well chosen in terms 
of studying the processes during cold tongue development as well as covering the 
entire cooling period in the center of the ACT. However, a large SSS increase 
occurred before the CTE that was not covered by our measurements. 

The onset and spreading of the ACT in boreal summer 2011 is apparent in the 
monthly equatorial SST evolution (Figs. 6a, c, e, and g). The strongest cooling, 
resulting in minimum temperatures of less than 22°C, was found at the equator at 
around 10°W. In June and July the negative SST anomaly expanded further to the 
west- and southwest, but with a weaker intensity. The monthly satellite data showed 
a strong increase in SSS in the EEA from April to May (Figs. 6b and d) followed by a 
period of nearly constant SSS (Figs. 6f and h). Within the northern box (Fig. 7.1), a 
reduction of SSS occurred from April through June, which is associated with the 
northward migration of the ITCZ. From June to July, SSS increased in the southern 
part of that region (2°-5°N). 

 
 
 
 
 
 



7.2.1.2. Vertical structure of temperature and salinity 
Subsurface hydrographic changes during ACT development at 10°W were 

monitored with high vertical and temporal resolution using glider (Fig. 7.5) and 
moored temperature and salinity recorders. Surface cooling, as evident from the 
satellite SSTs, was also clearly visible in the gliders´ CTD measurements (Fig. 7.5a). 
In addition, the high vertical-resolution of those data revealed a shoaling of the MLD 
during the first month of observations (Fig. 7.5c).  
 The temporal evolution of the vertical salinity structure was more complex. At 
the beginning of the time series a pronounced salinity maximum was present below a 
rather fresh ML (Fig. 7.5b). The salinity maximum is related to the eastward transport 
of saline water from the western Atlantic within the EUC occurring during spring 
(Johns et al. 2014; Kolodziejczyk et al. 2014). A strong increase in MLS was 
observed with the onset of the cold tongue, while the subsurface salinity maximum 
was reduced. The simplest explanation would be a vertical redistribution and mixing 
of salinity through exchange processes across the ML base. However, advective 
processes played the dominant role as will be shown below. MLS remained elevated 
during the further development of the cold tongue, whereas in the beginning of July 
the subsurface salinity maximum reappeared. Typically, MLDs are shallowest in 
tropical upwelling regions (e.g., de Boyer Montégut et al. (2007)). Indeed, at the 
survey site, MLD never exceeded 30m, but a clear diurnal cycle is visible when using 
a smaller temperature criterion (dT=0.2°C) for the MLD than chosen for the ML 
budgets, i.e. dT=0.5°C (Fig. 7.5c). The abrupt increase in MLT and decrease in MLS 

Fig. 7.3: Mean seasonal cycle (blue) of SST (a, c) and SSS (b, d) for the PIRATA buoy at 
23°W at the equator (left; a, b) and 10°W at the equator (right; c, d) based on averaging all 
data from beginning of the measuring period (SST/SSS at 23°W: 7th of March 1999; SST at 
10°W: 15th of September 1997; SSS at 10°W: 29th of January 1999) to the end of 2012. The red 
line indicates SST and SSS in 2011, while the dashed vertical black lines mark the beginning 
and end of the CTE. 



on May 14th (Fig. 7.5a and b) was a remarkable event in the temperature and salinity 
time series, which counteracted the trends expected from the cold tongue 
development. Satellite SST distributions from this period (not shown) suggested that 
the anomaly was caused by the propagation of a TIW that moved the SST front, here 
defined as the maximum meridional SST gradient at 10°W, north of the ACT 
southward (Fig. 7.5d). 

The glider surveys along meridional or zonal sections (Fig. 7.2) exhibit a 
mixture of temporal and spatial variability. One glider was assigned to profile along a 
meridional section at 15.5°W between 2°S and 2°N (Fig. 7.6d). The glider crossed 
the SST front on June 10th, stayed north of the front, and crossed back on June 18th 
(Fig. 7.6d). The first crossing of the front was clearly visible in the freshening of the 
ML in association with increased temperatures (Fig. 7.6a and b). North of the front, a 
diurnal cycle in MLD (using the 0.2°C criterion) is not evident (Fig. 7.6c). The glider 
was close to the equator and crossed the EUC core with the subsurface salinity 
maximum three times: at the beginning of the section, around the 10th of June, and at 
the end of June (Fig. 7.6b and d). North and south of the equator and away from the 
EUC the subsurface salinity maximum was weak or not present. 

To further investigate the spatial and temporal distribution and evolution of the 
subsurface salinity maximum, the glider and CTD data were supplemented with CTD 
data from a French PIRATA cruise (PIRATA-FR21) and Argo float profiles. The 

Fig. 7.4: Monthly mean fields of SST (a, c, e, g) from TMI and SSS (b, d, f, h) from SMOS. 
Upper row is April (a, b), top middle row is May (c, d), lower middle row is June (e, f) and lower 
row is July (g, h). 

 



results revealed a general reversal of the upper-ocean vertical salinity gradient (Fig. 
7.7). At the beginning of the CTE the thermocline layer (TL; defined with the potential 
density range: 24.5 ≤  𝜎!  ≤ 26.2) was more saline than the ML in the entire equatorial 
ACT region (Fig. 7.7a). This is due to the fact that the TL contains the EUC core that 

Fig. 7.5: Same as Fig. 7.5, except for glider ifm11 profiling along a meridional section at about 
15.5°W. 

Fig. 7.6: Time series of glider ifm02 of temperature (a), salinity (b), MLD (c) and latitudinal 
position (black; d). In panels (a) and (b) the potential density surfaces 24.5 and 26.2 are 
denoted in black. In panel (d) the latitude of the SST front at 10°W is denoted in red. The glider 
profiled all the time close to the PIRATA buoy at 10°W. The two gaps in the time series stem 
from recoveries for battery exchanges. 
 



is advecting high saline waters from the west during this period. However, south of 
the equator the ML was saltier than the TL during May and beginning of June (Fig. 
7.7b-d). This reversed vertical salinity gradient weakened later at the end of June and 
the beginning of July, when MLS and the TL-salinity became equal in the ACT region 
(Fig. 7.7e and f). Note, that during June and July the upper boundary of the TL (𝜎!  = 
24.5) reached the sea surface (Fig. 7.5b and Fig. 7.6b). The described variability of 
the vertical salinity gradient is independent of the measurement device and visible in 
glider profiles as well as CTD and Argo float profiles. Taking the mean seasonal 
cycle of the salinity difference between ML and TL from Argo it is obvious that the 
difference changes sign in boreal summer (Fig. 7.7g). While the mean seasonal cycle 
of the difference is a robust feature, its magnitude depends on the latitudinal 
boundaries used for averaging. 

 

 
Fig. 7.7: (a-f) Salinity difference between MLS and maximum salinity in the upper thermocline 
layer below the ML (24.5 ≤   𝝈𝜽   ≤ 26.2 or   𝝈𝑴𝑳𝑫    ≤ 𝝈𝜽   ≤ 26.2 if   𝝈𝑴𝑳𝑫   > 24.5) from glider profiles 
(filled circles), shipboard CTD profiles (open circles), and Argo float profiles (triangles) for the 
CTE. (g) Mean salinity difference between MLS and maximum salinity in the upper thermocline 
layer (24.5 ≤   𝝈𝜽   ≤ 26.2) from all Argo float profiles from the years 2000-2012 in boxes with the 
longitudinal boundaries 23°W and 10°W and the latitudinal boundaries 2°S and 1°N. Red bars 
denote the standard error of the mean of all profiles in the box within one month. 



7.2.2. Heat budget 
The contributions of the different processes (equation 1) to the ML heat budget 

in the North box (Fig. 7.8a and b) and the ACT box (Fig. 7.8c and d) are described in 
the following. Since this study describes focuses on the cold tongue development, we 
start with the ACT box. 

 
7.2.2.1. ACT box 

Absorbed shortwave radiation in the ACT ranged from 194±36 to             
226±36 Wm-2. The variability is caused by the variability of cloud cover and ML 
thickness. The latent and sensible heat fluxes as well as the net surface longwave 
radiation cooled the ML throughout the CTE (Fig. 7.8c). The net surface longwave 
radiation in the ACT box was nearly constant (ranging from 42±10 to 55±10 Wm-2) 
during the CTE due to the balance of outgoing and downward longwave radiation. 
Outgoing longwave radiation slightly weakened with decreasing SSTs and the 
downward longwave radiation weakened with the reduction of clouds. The latent heat 
flux ranged between a maximum of 110±21 Wm-2 and a minimum of 78±21 Wm-2. 

The variability was predominantly associated with varying winds. The magnitude of 
the sensible heat flux from the ocean to the atmosphere was the smallest compared 
to the aforementioned heat fluxes with a mean of 2±3 Wm-2. The resulting net 
surface heat flux warmed the ML during the whole CTE with a mean of 61±43 Wm-2.   
 The strong heat loss of the ACT ML in boreal summer can only be explained 
by ocean dynamics. Zonal heat advection played an important role for ML cooling 
during the CTE with strongest cooling of -63±25 Wm-2 at the end of May, while 
meridional heat advection was a minor contributor to cooling with a maximum of -
5±11 Wm-2. Similar results were obtained for the Mercator assimilation model, where 
meridional heat advection showed a maximum contribution of -12±1 Wm-2. 
Entrainment consistently cooled the ML with a mean -8±1 Wm-2 resulting from high 
vertical velocities in combination with a weak positive vertical temperature gradient 
below the ML. 

In accordance with the reduced SST, the ML heat content tendency in the 
ACT box was negative during the entire CTE period (Fig. 7.8d). The tendency was 
weakly negative during early May, but strongly negative during the period end of May 
to early June, when the ML locally lost up to -144±15 Wm-2 of heat. Without 
considering diapycnal mixing (Fig. 7.8d), the mixed layer heat tendency cannot be 
explained by the sum of processes described above. 

The diapycnal heat flux determined from the microstructure data was elevated 
during the first period of the CTE from the second half of May to the beginning of 
June. For this period, a mean flux of -111±16 Wm-2 was estimated that reduced in 
magnitude to -49±9 Wm-2 during the second half of the CTE (Fig. 7.8c). 
Unfortunately, microstructure observations were not continuously available for the 
entire CTE period within the ACT box thus longer averaging periods had to be used 
to estimate representative diapycnal heat flux contributions. The elevated diapycnal 
heat flux during the first period of the CTE resulted from elevated turbulent eddy 
diffusivities that persisted despite increased upper-ocean stratification during this 
period. 



The magnitude and temporal variability of the sum of the individual heat flux 
contributions including the diapycnal heat flux (Fig. 7.8d) agrees well with the 
magnitude and temporal variability of the heat content tendency. This indicates that 
within the uncertainties, the heat budget in the ACT region was closed utilizing the 
above flux estimates for the sampled period.  

7.2.2.2. Northern box 
The dominant processes contributing to the heat balance of the northern box 

differ from those dominating the ACT heat balance. In particular, the net surface heat 
flux was comparably lower and even changed sign during the CTE. Absorbed 
shortwave radiation ranged from 144±35 to 183±35 Wm-2 and was mainly balanced 
by the heat loss due to the other atmospheric fluxes (sum ranging from -142±24 to    
-205±24 Wm-2) (Fig. 7.8a). However, the net surface heat flux warmed the ML in the 
beginning of the CTE with 8±42 Wm-2, while it cooled the ML during the rest of the 
experiment with a minimum of -29±42 Wm-2 at the end of the CTE. This was mainly 
caused by the increased cooling contribution of the latent heat flux due to the 
increased wind.  

Fig. 7.8: The contribution of each term to the ML heat budget (a and c) and the local heat 
tendency and the sum of the terms (b and d) for the northern box (top) and for the ACT box 
(bottom). The different contributions in (a) and (c) are zonal (u adv) and meridional (v adv) heat 
advection, entrainment (entr), net surface shortwave radiation corrected for the penetrative 
part (SSR), latent heat flux (LHF) and the sum of net surface longwave radiation (SLR) and 
sensible heat flux (SHF). The contribution of diapycnal mixing in (c) is shown with the red dots 
(each dot is representative for the averaging period of about one month). In (d) the sum without 
(sum ACT w/o; dashed-dotted line) and with (sum ACT with; red dots) diapycnal mixing is 
shown. The black shadings in (b) and (d) are the uncertainty of the observed heat changes. The 
grey shadings in (b) and (d) are the accumulation of all errors of the different processes. 
 



Zonal heat advection significantly contributed to cooling of the ML only during 
the beginning of June (-56±68 Wm-2), but was small during the rest of the CTE 
period. The contribution of meridional heat advection to ML cooling in the northern 
box was in general small with a minimum value of -8±49 Wm-2. The high 
uncertainties for the advection terms result, on the one hand, from the velocity error, 
estimated through comparison of OSCAR velocities with velocities from moored 
measurements and, on the other hand, from uncertainties of estimating the horizontal 
temperature gradients from the satellite data. The contribution of entrainment ranged 
from -1±2 Wm-2 to -9±2 during the whole CTE and is not important for ML cooling. 
The diapycnal heat flux was not estimated for the northern box due to missing data. 

The ML heat content tendency was negative throughout the CTE (Fig. 7.8b). 
The negative tendency was largest at the end of May/beginning of June (-70±47    
Wm-2) while it was smallest (-19±24 Wm-2) at the end of June. During the whole CTE 
period and within the given uncertainties, the sum of the aforementioned individual 
flux terms balances the ML heat content tendency. 

 
7.2.3. Salinity budget 

The contributions of the different processes (equation 2) to the MLS budget in 
the North box (Fig. 7.9a and b) and in the ACT box (Fig. 7.9c and d) are described in 
the following. As for the heat budget, we start with the ACT box. 

 
7.2.3.1. ACT box  

Evaporation in the ACT region increased MLS constantly at a rate between 
0.16±0.03 and 0.20±0.05 per month (mth-1), while precipitation reduced the MLS only 
weakly in the beginning of May (Fig. 7.9c). The contribution of precipitation to MLS 
changes during the development of the ACT was negligible, due to the position of the 
ITCZ further to the north (Fig. 7.9c). Hence the difference E-P is at this location 
dominated by evaporation. 

By far, the largest absolute contribution to the MLS budget was by zonal 
advection. In May and the beginning of June 2011 negative salinity anomalies were 
transported into the ACT within the westward branches of the SEC. Minimum salinity 
advection occurred in early June contributing to a freshening of -0.70±0.37 mth-1. 
However, zonal advection exhibited elevated variability throughout the CTE and 
almost disappeared in the middle of June when it contributed to a weak salinity 
increase of 0.01±0.01 mth-1.  

Meridional salinity advection increased MLS in May and the beginning of June 
2011 with a maximum contribution of 0.11±0.20 mth-1 (Fig. 7.9c). During the rest of 
the CTE, the contribution of meridional advection was weak. Entrainment also played 
a minor role for salinity changes in the ML during the CTE with a maximum value of 
0.03±0.01 mth-1. As vertical velocities used for the entrainment estimates in the 
salinity and the heat budgets are the same, the minor role of entrainment in the 
salinity budget is due to the small vertical salinity gradients below the ML as pointed 
out in section 7.2.1. 

The diapycnal salt flux inferred from microstructure observations increased 
MLS by 0.10±0.01 mth-1 during the first period of the CTE (Fig. 7.9c). It decreased in 



June and locally partly changed sign in the end of June/beginning of July around 
10°W, according to a local change in sign of the vertical salinity gradient (Fig. 7.5b). 
However, the average diapycnal salt flux determined from all data collected between 
the second week of June and the end of the CTE resulted in a very weak salt flux of 
0.01±0.01 mth-1 (Fig. 7.9c). 

The MLS in the ACT box increased with the cold tongue onset in May 2011, 
with a maximum tendency of 1.24±0.65 mth-1 (Fig. 7.9d). This tendency reduced 
during the further expansion of the cold tongue and was followed by a period of weak 
ML freshening. With the data sets available for this study, the salinity content change 
during cold tongue development could not be fully balanced by the individual flux 
contributions, although contributions due to diapycnal mixing were evaluated here. 
The latter accounted for some of the salinity content increase observed during the 
beginning of the experiment, but an unresolved residual remained.  

7.2.3.2. Northern box 
Evaporation in the northern box was similar to the evaporation in the ACT box 

and weakly increasing during the CTE from 0.13±0.03 to 0.21±0.06 mth-1. In analogy 
to the latent heat flux, this increase was caused by the increasing wind speed. The 
main source of freshwater in the northern box during the CTE was precipitation (Fig. 

Fig. 7.9: The contribution of each term to the MLS budget (a and c) and the local salinity 
tendency and the sum of the terms (b and d) for the northern box (top) and for the ACT box 
(bottom). The different contributions in (a) and (c) are zonal (u adv) and meridional (v adv) 
salinity advection, entrainment (entr), evaporation (E) and precipitation (P). The contribution of 
diapycnal mixing in (c) is shown with the red dots (each dot is representative for the averaging 
period of about one month). In (d) the sum without (sum ACT w/o; dashed-dotted line) and with 
(sum ACT with; red dots) diapycnal mixing is shown. The black shadings in (b) and (d) are the 
uncertainty of the observed salinity changes and the grey shadings in (b) and (d) are the 
accumulation of all errors of the different processes. 
 



7.9a). The ITCZ occupied parts of the northern box during the CTE, which led to an 
elevated freshwater input of predominantly convective rainfall resulting in a maximum 
salinity decrease of -0.40±0.11 mth-1 at the beginning of May. Hence, the difference 
E-P was negative during most parts of the CTE and only changed sign in the second 
half of June. 

Similar to the ACT box, zonal advection played a key role in salinity changes 
for the northern box (Fig. 7.9a). During May, westward flow transported negative 
salinity anomalies into the northern box from the east leading to a minimum of zonal 
salinity advection of -0.14±0.12 mth-1. Later in June, elevated zonal salinity advection 
of up to 0.49±0.6 mth-1 contributed to increase MLS. This is caused by positive 
salinity advection with the nSEC, which was strong during June. However, this 
contribution is uncertain due to the misrepresentation of TIWs in the OSCAR product.  
Meridional salinity advection contributed to increase MLS during May and June 
except at the beginning of the CTE in early May. Northward flow transported salty 
water from the cold tongue into the northern box with a maximum contribution of 
0.17±0.35 mth-1. Entrainment derived from model output was weak during the CTE 
with a maximum contribution of 0.04±0.01 mth-1 in mid-June. The diapycnal salt flux 
was not estimated for the northern box due to missing data. 

In the northern box, MLS tendency was positive during the whole CTE except 
for a weak freshening during the beginning of the experiment (Fig. 7.9b). The MLS 
tendency was balanced within the uncertainties by the sum of precipitation, 
evaporation, horizontal advection, and entrainment during most of the CTE period. 
 
7.2.4. The CTE in the seasonal cycle 

In order to incorporate the different contributions to the ML budgets inferred 
during the CTE into a broader perspective, we compare the results obtained for the 
period of the CTE to the mean seasonal cycle of the contributions to the ML budgets 
estimated at three PIRATA buoy locations within our study area. For the salinity 
budget, the seasonal cycles of the individual contributions are estimated in the 
following at the three PIRATA buoy sites at 23°W and 10°W on the equator, as well 
as 4°N, 23°W (Fig. 7.10). The seasonal ML heat budgets at these locations were 
already examined in various previous studies (Foltz et al. 2003; Foltz et al. 2013; 
Hummels et al. 2013). Hence, the results of the CTE concerning the ML heat budgets 
are compared to the results of these previous studies as part of section 7.3. 
 
7.2.4.1. Mean seasonal mixed layer salinity budgets 

 
4°N, 23°W 

The variability of precipitation dictates the mean seasonal cycle of MLS 
tendency at the PIRATA buoy site at 4°N, 23°W. It follows a semiannual cycle 
caused by the seasonal migration of the ITCZ (Fig. 7.10a). During May-July the 
contribution weakens due to the northward migration of the ITCZ. However, although 
it is reduced during this period, precipitation was the dominant contributor to MLS 
changes in the northern box during the CTE (Fig. 7.9a). Monthly mean evaporation is 
nearly constant over the year, but reduced compared to evaporation at the two 



equatorial locations. Hence, the net surface freshwater flux at 4°N, 23°W is 
predominantly determined by the semiannual cycle of precipitation and is only 
positive in July and August, when precipitation is strongly reduced. 

The seasonal cycle of zonal advection at the buoy site is weak and follows the 
seasonal cycle of the NECC, which strengthens from its minimum eastward velocity 
during boreal spring to maximum eastward velocities in July (e.g., Richardson and 
Reverdin (1987); Goes et al. (2013)). The monthly mean zonal advection during May-
July at the buoy site is much weaker than suggested for the northern box during the 
CTE period in 2011. In particular, the variability of zonal advection included a change 
in sign during the CTE, which is not captured in the seasonal estimate at the buoy 
location.  

Meridional advection has its maximum in late fall/early winter and is the main 
contributor for the increase of the MLS this period (Fig. 7.10a). Eddy salinity 
advection exhibits a weak semiannual cycle with a freshening contribution in 
April/May and from October to December. During the latter period, eddy salinity 
advection is elevated but negative, leading to a decrease of MLS content. The sum of 
the seasonal cycle of meridional salinity advection and eddy salinity advection, 
dominated by the meridional eddy advection due to the TIWs, at the mooring site is 
small in boreal summer, which is similar to the total meridional salinity advection 
estimated during the CTE. The sum during May is negative, indicating negative total 
meridional salinity advection, which was not determined from the data collected 
during the CTE period. During June and July the sum is positive, indicating a total 
meridional salinity advection similar to the results obtained for the same period of the 
CTE. 

Entrainment is weak throughout the year and exhibits a maximum in spring. 
During this period, it represents the largest contribution to increase MLS. During the 
CTE, the entrainment in the northern box was similarly weak. The diapycnal salt flux 
is negligible throughout the year, at least during the resolved periods. The sum of the 
contributing terms balances the observed salinity tendency within the uncertainties 
over the entire year at the PIRATA buoy at 4°N, 23°W (Fig. 7.10b). Although the 
seasonal cycle was evaluated locally, the results generally agree with the findings 
during the CTE pointing towards the fact that the salinity variability observed during 
the CTE is typical for this season (Fig. 7.9b, Fig. 7.10b). 

 
0°N, 23°W 
From January to May precipitation exceeds evaporation at the equatorial 

PIRATA buoy at 23°W representing the western ACT region (Fig. 7.10c). Later in the 
year precipitation is negligible and nearly constant evaporation yields a positive 
surface freshwater flux during that part of the year. Similarly, in 2011 during the CTE 
period from May to July, the influence of precipitation on the MLS budget was weak 
in the ACT region and a positive freshwater flux due to excess evaporation with only 
weak variability was indicated. This freshwater flux contributed to a MLS increase, 
comparable to the climatological freshwater flux from May to July (Fig. 7.10c). 

The zonal salinity advection at the buoy site is negative throughout the year 
representing a significant contribution to the total salinity budget. It is characterized 



by a weak semiannual cycle that peaks in boreal summer and winter. The negative 
salinity advection during early boreal summer is consistent with the results from the 
CTE period, but weaker in magnitude. Meridional salinity advection exhibits a 
maximum in boreal winter and represents the largest positive flux contribution to the 
MLS budget. Eddy salinity advection reduces MLS content at 23°W and is largest in 
the boreal winter months. At the end of spring, the contribution is negligible but is 
again relevant during summer. The sum of the seasonal cycle of mean meridional 
advection and eddy salinity advection at the buoy site is small in boreal summer. Due 
to the fact that eddy variability at 23°W is dominated by TIWs and the meridional 
gradients exceed the zonal ones, eddy advection is presumed to consist mostly of 
the meridional eddy component. The small magnitude of the total meridional heat 
advection agrees with the results from the CTE (Fig. 7.10c), however, the sign differs 
to the CTE results, where weak positive meridional heat advection is found.   

Within the seasonal cycle, entrainment at the PIRATA buoy at 23°W has its 
maximum during May and June (Fig. 7.10c) when it contributes to a salinity increase. 
During the rest of the year, its contribution is weak. Within the ACT and during the 
CTE period in 2011, the weak salinity difference between the ML and below the ML 
resulted in weak entrainment contributions to MLS changes, albeit elevated 
entrainment velocities.  

The diapycnal salt flux calculated from individual cruise data exhibits elevated 
variability within the seasonal cycle at 23°W. Strongest diapycnal salt flux, leading to 
a MLS increase occur during February-March. Additionally, diapycnal salt fluxes are 
elevated in June and November. In May and July, its contribution at 23°W is weak. 
The results for June and July are comparable to the CTE results from 2011, when the 
diapycnal salt flux led to a MLS increase in June and had a negligible contribution in 
July. 

The seasonal cycle of the salinity tendency at the equatorial PIRATA buoy at 
23°W is weak, but shows a positive tendency during spring, which reduces and even 
reverses towards July (Fig. 7.10d). The weak variability of the MLS tendency is 
generally captured by the sum of the contributing terms. In February and March, the 
salinity-increasing contribution of diapycnal mixing decreases the imbalance between 
tendency and the sum of fluxes. During this period, large freshening contributions 
result from zonal advection, eddy advection as well as precipitation while the 
diapycnal flux increases MLS together with meridional advection and evaporation. 
Although the seasonal cycle was evaluated locally, the results generally agree with 
the findings during the CTE pointing towards the fact that the salinity variability 
observed during the CTE is typical for this season (Fig. 7.9d, Fig. 7.10d). However, 
some flux contributions may vary locally within the ACT during the seasonal cycle. 

 
0°N, 10°W 
In winter and early spring, the mean seasonal cycles of evaporation and 

precipitation at the equatorial PIRATA buoy site at 10°W are comparable in 
magnitude, resulting in a weak surface freshwater flux (Fig. 7.10e). During the rest of 
the year, evaporation exceeds precipitation, thus the surface freshwater flux 
contributes to increase MLS. This is comparable to the freshwater flux in the ACT 



region during the CTE period. Additionally, comparable results of the surface 
freshwater flux were obtained by Da-Allada et al. (2013) for the GG, suggesting that 
the surface freshwater flux is a large-scale phenomenon during this period.  

Zonal advection is the largest contributing term to the mean seasonal cycle of 
the MLS balance at the equator at 10°W. It acts to reduce MLS and is most 
pronounced from December to July. Later in the year, its contribution weakens (Fig. 
7.10e). Although zonal advection at 23°W is reduced compared to 10°W, zonal 
advection in the ACT region during the CTE period is of similar magnitude compared 
to 10°W and also shows a similar temporal evolution. This freshening contribution to 
the MLS balance can be explained by negative salinity advection mainly associated 
with the westward current branches, the northern SEC (nSEC) and the central SEC 
(cSEC). However, as will be discussed in section 7.3, the seasonal evolution of zonal 
salinity advection is predominantly controlled by the seasonal evolution of zonal MLS 
gradients. In general, the spring/early summer dominance of zonal advection in the 
MLS budget found here also agrees with recent results from a model study of the 
MLS balance in the GG region reported by Da-Allada et al. (2013). 

 
Fig. 7.10: Seasonal cycles of the contributing terms to the MLS budget (left) and the 
comparison of the local salinity tendency and the sum of the contributing terms (right) at three 
PIRATA buoys. The different contributions in (a), (c) and (e) are zonal (u adv), meridional (v 
adv) and eddy (eddy adv) salinity advection, evaporation (E), precipitation (P), entrainment 
(entr) and diapycnal mixing (mix). Black dashed-dotted lines (right panels) are the sum without 
diapycnal mixing and red dots are the sum with diapycnal mixing. The grey shadings in (b), (d) 
and (f) are the accumulation of all errors of the different processes and the error of the salinity 
tendency. 



Similar to the results from 23°W, the contribution of meridional advection to the 
MLS budget has a maximum in late fall/early winter. During this period, the 
meridional salinity advection represents the dominant MLS source at 10°W (Fig. 
7.10e). Magnitude and phase of eddy salinity advection at 10°W is also very similar 
to 23°W. It exhibits a semiannual cycle with minimum in December/January and 
July/August. The sum of the seasonal cycle of meridional salinity advection and eddy 
salinity advection at the buoy site is again small (cf. 23°W) in boreal summer, which 
is similar to the total meridional salinity advection estimated during the CTE. Also as 
for 23°W, the sum during June and July is negative, indicating freshening due to 
meridional salinity advection, which was not found during the CTE.  

The seasonal cycle of entrainment at the PIRATA buoy at 10°W has its 
maximum in March and April contributing to the MLS increase during this period (Fig. 
7.10e). During the rest of the year the contribution of entrainment is weak. This is 
consistent with the estimate of entrainment during the CTE, when the contribution of 
entrainment was rather negligible due to weak salinity differences between the ML 
and below the ML albeit rather strong entrainment velocities. Weak positive and 
negative entrainment contributions to MLS changes were obtained due to changes in 
sign of the vertical salinity gradient below the ML. 

The diapycnal salt flux at the 10°W-PIRATA buoy increases the MLS in May 
and June, followed by a freshening contribution during July. Later in September and 
November again a positive salt flux from the subsurface layer into the ML through 
diapycnal mixing was observed. The findings for June and July are comparable with 
the CTE results that showed a positive diapycnal salt flux, leading to a MLS increase 
during June, followed by a negligible contribution to the MLS budget in July 2011. 

The observed MLS increase during May 2011 in the ACT region is identifiable 
in the seasonal cycle of the salinity tendency at 10°W (and 23°W) as well (Fig. 7.10f). 
This increase weakens during June and July in the central ACT region. The MLS 
increase at the equatorial PIRATA buoy site at 10°W is not explained by the 
considered processes from equation (2). The remaining residual indicates either a 
missing source of salinity or an overestimate of the freshening contributions (Fig. 
7.10f). Observed diapycnal mixing in May and June provide a positive salt flux into 
the ML and thus reduces the residual, leading to a balanced salinity budget within the 
uncertainties at least during June. From March through May, vertical salinity 
gradients between the ML and the thermocline are largest (cf. Fig. 7.7). It is thus 
likely that diapycnal mixing during this period contribute to increase MLS and thus 
decrease the residual. However, so far no microstructure observations from 10°W 
during these months are available. The remaining imbalance between the sum of 
terms and the observed salinity tendency at this location also coincides with periods 
of highly elevated zonal advection (March to July) and periods of elevated meridional 
advection (September to December). Possibly, the remaining imbalance is caused by 
an overestimation of these terms, which is either caused by overestimated horizontal 
velocities or horizontal salinity gradients. As the same velocity product did not cause 
imbalances in the ML heat budget at this location in another study (Hummels et al. 
2014), it could be argued that the zonal and meridional salinity gradients are still not 
sufficiently well resolved by Argo floats. 



7.3. Summary and discussion 
Within the present study, the physical processes responsible for MLT and MLS 

changes during cold tongue development in 2011 have been investigated using an 
extensive set of in-situ and satellite data, reanalysis products and assimilation model 
output. In contrast to other studies evaluating the ML heat and salinity budget at 
individual locations or empirically defined boxes, the strategy pursued here was to 
evaluate the individual contributions to the ML budgets in two boxes representing the 
western ACT region and a region to the north of it. The boundary between the two 
boxes was defined by the temporally varying maximum of the meridional SST 
gradient. In general, the results concerning the ML heat budget agree with previous 
studies of the same region (Hummels et al. 2013; Jouanno et al. 2011b; Wade et al. 
2011), despite the different approaches regarding box–averaged or local budgets. 
The diapycnal heat flux stands out as the dominant cooling term during ACT 
development, which has been inferred here from microstructure observations 
distributed within the ACT box. This finding is in agreement with previous studies 
(Hummels et al. 2013; Jouanno et al. 2011b). It also gives confidence that the 
chosen region for averaging is adequate to investigate the contributions to the ML 
budgets representative for the western ACT. 

The MLS budget has to our knowledge not been investigated within this region 
before. MLS tendency is positive during ACT development. However, diapycnal 
mixing played only a minor role in the MLS budget. This is due to a rather weak 
vertical salinity gradient in the western ACT during the period of the CTE, which 
partly even changed sign. The horizontal salinity advection, especially its zonal 
component, represents the dominant contribution to the MLS budget. Contrary to the 
MLT budget, the MLS budget is partly not closed within the estimated uncertainties, 
although considering diapycnal flux contributions. This suggests the presence of 
unaccounted errors in the MLS budget that might result from the used products or 
methodology. In summary, tendencies and major flux contributions to MLT and MLS 
within the CTE period from May to July 2011 were: 

 
 ACT box 

• The heat content tendency of the ML was negative throughout the CTE 
period. The net surface heat flux constantly warmed the ML. Dominant 
cooling terms were diapycnal mixing through the ML base and zonal 
advection associated with the transport of cold water from the GG. The 
sum of these contributions balanced the observed MLT changes within the 
uncertainties. 

• MLS tendency was positive at the beginning of the CTE in May and 
became close to zero in June and July. Evaporation exceeded precipitation 
throughout the CTE. Horizontal salinity advection was the dominant 
contributor to ML freshening from May to mid-June. Entrainment was 
negligible throughout the CTE. The contribution of diapycnal mixing was 
relatively small. The sum of these contributions balanced the observed 
MLS changes within the uncertainties in June and the beginning of July. A 



residual between observed MLS changes and the sum of all contributions 
remained during May. 

 
Northern box 
• Heat content tendency was negative during the CTE but considerably 

lower when compared to the ACT box. Net surface heat flux was small, 
warming the ML at the beginning of the CTE and cooling the ML 
afterwards. Horizontal heat advection cooled the ML during the entire CTE, 
except at the end of June, when advection weakly warmed the ML. 
Entrainment weakly cooled the ML throughout the CTE. The sum of these 
contributions balanced the observed MLT changes within the uncertainties.  

• The MLS decreased during May and increased later in June and July. 
Precipitation was the main contributor to MLS changes during the 
beginning of the CTE in May, when zonal and meridional advection 
cancelled out each other. In June and July, when precipitation and 
evaporation were of similar magnitude, horizontal salinity advection, mainly 
the zonal component, was the main contributor to the MLS increase, 
particularly in the beginning of June. The observed MLS tendency was 
balanced within the uncertainties by the sum of resolved flux contributions. 

 
To address the generality of the results obtained during the period of the CTE, 

the mean seasonal cycle of the contributions to the MLS budget was evaluated at 
three PIRATA buoy locations, on the equator at 23°W and 10°W and at 4°N, 23°W. 
Overall, the dominant flux contributions determined at the buoy positions for the CTE 
period agreed well in magnitude and phase with the box averaged flux contributions. 
At the equatorial buoy site at 10°W, zonal salinity advection is the dominant term 
contributing to a freshening of the ML from December to July (Fig. 7.10e) and the 
magnitude of the contribution is a factor of two larger in the central ACT region at 
10°W compared to the western ACT region at 23°W (Fig. 7.10c). Precipitation and 
meridional eddy advection also significantly contribute to a freshening of the ML 
within the ACT region throughout the year. Meridional advection, entrainment and 
evaporation contribute to increase MLS. Finally, diapycnal mixing increases salinity 
predominantly from November to June and is negligible during the other month of the 
year. The results emphasize that the MLS tendency is largely balanced by ocean 
processes and to a lesser extent by the net surface freshwater flux (see Fig. 7.10).  

Furthermore, the evaluation of the mean seasonal cycles at the PIRATA buoy 
locations emphasized that zonal salinity advection is the main contributor to the MLS 
budget in the western ACT during the first half of the year. Two major branches of the 
SEC, the nSEC slightly north of the equator (mean position: ~1°N at 10°W and ~2°N 
at 23°W) and the cSEC south of the equator (mean position: ~3-4°S at 10°W and 
~4°S at 23°W) (see e.g., Lumpkin and Garzoli (2005); Brandt et al. (2006); 
Kolodziejczyk et al. (2009)) provide negative salinity advection. However, its 
contribution rapidly weakens towards the end of June. Due to the fact that the two 
branches of the SEC are still present during this period, the strong weakening of 
zonal salinity advection results from a decrease of the zonal salinity gradient. In fact, 



a large MLS increase in the EEA in June and July 2011 was observed in the SMOS 
SSS (Fig. 7.4). As evaporation increases MLS in the central and EEA 
homogeneously, the elevated MLS in the EEA must have their origin in subsurface 
processes. Recently, Kolodziejczyk et al. (2014) conjectured vertical diffusion toward 
the sea surface in the GG occurring between May and August as the fate of the high-
saline thermocline waters that are transported eastward within the EUC during the 
spring period (Johns et al. 2014). This requires enhanced diapycnal mixing in the GG 
from late boreal spring through summer, which was indeed indicated by numerical 
simulations with a general circulation model (Jouanno et al. 2011a). 

Although the salinity flux into the ML associated with diapycnal mixing was 
weak during the CTE it is in general a salinity-increasing contributor to the MLS 
budget of the ACT. This is due to the fact that the EUC core is generally associated 
with a subsurface salinity maximum and hence diapycnal mixing acts to increase 
MLS. Surprisingly though on some stations in the central ACT region diapycnal 
mixing partly contributed to decrease MLS in boreal summer. These local freshening 
events are due to the local reversal of the vertical salinity gradient below the ML. The 
question arises which processes are responsible for the reversal of the vertical 
salinity gradient. According to the findings of Jouanno et al. (2011a) and as 
hypothesized in recent studies by Kolodziejczyk et al. (2014) and Johns et al. (2014) 
a possible explanation is that a part of the additional salt in the ML was previously 
entrained or mixed from the thermocline layer in the GG (and parts of the central 
ACT) upwards, simultaneously eroding the salinity maximum of the EUC. 
Evaporation further increased the MLS, finally leading to a strong reduction or 
reversal of the vertical salinity gradient below the ML. Differing meridional 
displacements of existing meridional salinity gradients in the ML and the EUC below 
due to TIWs might as well contribute to local changes in the vertical salinity gradient 
below the ML, which is illustrated by the glider section at the PIRATA buoy at the 
equator, 10°W. 

Strong local differences of vertical gradients and diapycnal diffusivities at the 
base of the ML within the ACT box were observed. Diapycnal fluxes calculated by 
using box-averages of vertical gradients and diapycnal diffusivities do not agree with 
the box-average of locally calculated diapycnal fluxes due to a correlation of vertical 
gradients and diapycnal diffusivities. Similarly diapycnal mixing as conjectured from 
box-averaged budget residuals might become erroneous when averaging over larger 
regions. Microstructure observations as they are used here are still rather sparse. To 
get more reliable estimates on the variability in space and time of the diapycnal heat 
and salt fluxes at the ML base other observational platforms have to be used with 
higher spatial and/or temporal resolution such as e.g. gliders equipped with 
microstructure sensors or moored microstructure measurements. 

For the calculation of the horizontal advection, surface or upper ocean currents 
are necessary together with horizontal gradients of MLT and MLS. To estimate box-
averages of the advection a velocity product is needed with a high temporal and 
spatial resolution within the entire box. In this study the OSCAR product is used, 
which is estimated from satellite observation and not directly constrained by 
observations. In particular in the equatorial band OSCAR velocities strongly deviate 



from subsurface ADCP velocities measured at PIRATA locations (not shown) and 
also from velocities of the MERCATOR assimilation model. The discrepancy in the 
velocity products results in a large uncertainty of the box-averaged horizontal 
advection for the CTE. 

A general good agreement between in-situ SSS and SMOS SSS was shown for 
the cold tongue region with an estimated accuracy of satellite SSS similar to the 
previous studies (Boutin et al. 2012; Boutin et al. 2013; Reul et al. 2012). In regions 
strongly affected by precipitation, substantial differences between SSS and MLS 
were observed (not shown) that introduce additional uncertainty when using SSS for 
studying ML processes. However, the steadily improving SSS measurements are the 
basis for improving the MLS budget particularly by better constraining individual 
contributions due to the different atmospheric and oceanic processes in dynamically 
varying regions. 

Together with several previous studies the present study improved our 
understanding of the seasonal and intraseasonal variability of temperature and 
salinity within the ML in the central equatorial Atlantic. The interesting question 
regarding the contribution of different processes to interannual variations of ML 
properties and thus to a deterministic or stochastic behavior of climate relevant SST 
variability remains to be addressed in future studies.  
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